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SCIENCE EXPRESS www.sciencexpress.org
ANTHROPOLOGY: The Brain of LB1, Homo floresiensis
D. Falk et al.

A reconstruction of the external shape of the brain of Homo floresiensis resembles that of Homo erectus,
but has some differences, including an expanded temporal lobe. related News story page 1386

PLANETARY SCIENCE: Supra-Canonical 26Al/27Al and the Residence Time of CAIs in the Solar
Protoplanetary Disk
E. D. Young, J. I. Simon, A. Galy, S. S. Russell, E. Tonui, O. Lovera   

An unexpected variation in the aluminum isotope ratio of early solar system condensates implies that
they were reheated many times in a 300,000-year period after they formed.

ATMOSPHERIC SCIENCE: Extracting a Climate Signal from 169 Glacier Records
J. Oerlemans   

A global temperature reconstruction based on records of glacier lengths chronicles the warming of the
past 150 years.

BOTANY: Activation of a Phytopathogenic Bacterial Effector Protein by a Eukaryotic Cyclophilin
G. Coaker, A. Falick, B. Staskawicz   

Plant and pathogen recognize each other through a cascade of protein processing and cleavage events
that then set the plant’s defense responses into action.

NEUROSCIENCE: Postsynaptic Receptor Trafficking Underlying a Form of Associative Learning
S. Rumpel, J. LeDoux, A. Zador, R. Malinow   

Memory of the fear-conditioning response in mice depends on incorporation of AMPA receptors into synapses
in a brain region called the amygdala.

TECHNICAL COMMENT ABSTRACTS
1412 OCEAN SCIENCE

Comment on “Avian Extinction and Mammalian Introductions on Oceanic Islands”
R. K. Didham, R. M. Ewers, N. J. Gemmell 
full text at www.sciencemag.org/cgi/content/full/307/5714/1412a

Response to Comment on “Avian Extinction and Mammalian Introductions on Oceanic
Islands”
T. M. Blackburn, P. Cassey, R. P. Duncan, K. L. Evans, K. J. Gaston 
full text at www.sciencemag.org/cgi/content/full/307/5714/1412b

BREVIA
1427 BIOCHEMISTRY: Membrane Insertion of a Potassium-Channel Voltage Sensor 

T. Hessa, S. H. White, G. von Heijne
Even though it contains charged amino acids, the voltage-sensing portion of the potassium channel can
spontaneously insert into a lipid bilayer as an isolated peptide. related Perspective page 1425

RESEARCH ARTICLES
1428 OCEAN SCIENCE: A Serpentinite-Hosted Ecosystem: The Lost City Hydrothermal Field 

D. S. Kelley et al.
A hydrothermal vent system in the oceans, supported by heat from the reaction of seawater with rocks,
hosts archaea methanogens within the vents and a diverse macrofauna. related Perspective page 1420

1434 MEDICINE: The Influence of CCL3L1 Gene–Containing Segmental Duplications on HIV-1/AIDS
Susceptibility
E. Gonzalez et al.

Analysis of gene numbers of an anti-HIV chemokine in people from many ethnic groups shows that individuals
with more copies resist HIV infection more effectively. related Perspective page 1422

REPORTS
1440 ASTRONOMY: The Geometric Distance and Proper Motion of the Triangulum Galaxy (M33) 

A. Brunthaler, M. J. Reid, H. Falcke, L. J. Greenhill, C. Henkel
An accurate distance to the nearby galaxy M33, determined by observing water masers, implies that the
Andromeda galaxy has less dark matter than was presumed.

1443 CHEMISTRY: Laser-Initiated Shuttling of a Water Molecule Between H-Bonding Sites 
J. R. Clarkson, E. Baquero, V. A. Shubert, E. M. Myshakin, K. D. Jordan, T. S. Zwier

Light energy is used to move a single water molecule between two binding sites on a single solute molecule,
allowing detailed measurement of the binding energies.
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1447 ASTRONOMY: Deflection of the Interstellar Neutral Hydrogen Flow Across the Heliospheric
Interface
R. Lallement, E. Quémerais, J. L. Bertaux, S. Ferron, D. Koutroumpa, R. Pellinen

Measurements from the SOHO satellite suggest that the shock boundary between the solar wind in our
solar system and surrounding space is distorted, and Voyager 1 is still traveling in the distorted region.
related Perspective page 1424

1450 MATERIALS SCIENCE: Supramolecular Assembly of Amelogenin Nanospheres into Birefringent
Microribbons 
C. Du, G. Falini, S. Fermani, C. Abbott, J. Moradian-Oldak

Tooth formation is guided by the protein amelogenin, which self-assembles into nanospheres and secondarily
into microribbons that act as a framework for apatite crystal growth. related Perspective page 1419

1454 ATMOSPHERIC SCIENCE: Residential Biofuels in South Asia: Carbonaceous Aerosol Emissions and
Climate Impacts 
C. Venkataraman, G. Habib, A. Eiguren-Fernandez, A. H. Miguel, S. K. Friedlander

Burning of wood, agricultural waste, manure, and other biofuels for cooking and heat is the largest source
of soot in South Asia.

1457 ECOLOGY: Nutritional Status and Diet Composition Affect the Value of Diatoms as Copepod Prey
R. H. Jones and K. J. Flynn

A diet of diatoms alone is nutritionally inadequate to sustain copepods in the pelagic ocean food chain, but
is not toxic, as previously supposed.

1459 GENETICS: Life at Depth: Photobacterium profundum Genome Sequence and Expression Analysis
A. Vezzi et al.

The genome of a bacterium from the deep ocean reveals pressure-activated genes for alternative sources
of carbon, and a stress response triggered by the relatively low pressure at the ocean’s surface.

1461 MICROBIOLOGY: A Functional Dosage Compensation Complex Required for Male Killing in
Drosophila
Z. Veneti, J. K. Bentley, T. Koana, H. R. Braig, G. D. D. Hurst

Bacteria that preferentially kill male flies do so by interfering with silencing of the extra X chromosome
in males, which is necessary for male sex determination.

1463 MICROBIOLOGY: Extensive DNA Inversions in the B. fragilis Genome Control Variable Gene
Expression
A. M. Cerdeño-Tárraga et al.

A bacterium from the human gut that can cause abscesses and blood infections has many inverted sequences
in its genome, which may help it infect these diverse sites.

1465 CELL SIGNALING: Requirement for Caspase-8 in NF-κB Activation by Antigen Receptor 
H. Su, N. Bidère, L. Zheng, A. Cubre, K. Sakai, J. Dale, L. Salmena, R. Hakem, S. Straus, M. Lenardo

A missing link in the pathway by which antigens activate the immune response is the full-length form of a
protease, a fragment of which was known to trigger cell death.

1468 CELL BIOLOGY: Impaired Thermosensation in Mice Lacking TRPV3, a Heat and Camphor Sensor
in the Skin 
A. Moqrich et al.

A heat-sensitive receptor in skin cells contributes to the sense of warmth and painful heat and also mediates
the sensation produced by camphor.

1472 CELL SIGNALING: OSBP Is a Cholesterol-Regulated Scaffolding Protein in Control of ERK1/2
Activation
P. Wang, J. Weng, R. G. W. Anderson

Cholesterol acts outside its usual location in the lipid bilayer to regulate the activity of a key signaling protein.

1476 NEUROSCIENCE: How Visual Stimuli Activate Dopaminergic Neurons at Short Latency 
E. Dommett et al.

Dopamine-containing neurons, thought to be important in reward signals, respond to light via a direct pathway
that bypasses the cortex and is independent of reward information.
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Closing the Gender Gap
Training helps young female monkeys do as well as young males on tests of spatial memory.

Salt Packs a Punch 
Crystals destroy stone by generating huge pressure from within.

Breathing Life into Dead Bones 
Gene therapy resurrects bones from cadavers for use in transplants.

science’s next wave www.nextwave.org CAREER RESOURCES FOR YOUNG SCIENTISTS

POSTDOC NETWORK: Gender and Scientific Achievement—Views from the Bench B. Benderly
Motherhood and discrimination are plausible explanations for the lack of top academic women scientists.

CANADA: Canadian Budget Means Cuts for Early Career Scientists W. Kondro
Grant councils will have to scale back funding for postdocs and other training programs.

MISCINET: Solving the Mysteries of Matter V. Chase
A physicist develops detectors and software to explore unanswered questions in particle physics.

MISCINET: She’s Come a Long Way on a B.A. S. Lawrence
Tania Ruiz’s career has branched into research, science education, museum science communication,
and program management.

GRANTSNET: March 2005 Funding News Edited by S. Otto
Get the latest index of research funding, scholarships, fellowships, and internships.
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REVIEW: Oxidative Mutagenesis, Mismatch Repair, and Aging A. M. Skinner and M. S. Turker
Does oxidative stress both cause DNA damage and compromise mismatch repair?

NEWS FOCUS: Will Humans Join the Club? R. J. Davenport
Changes in insulin-signaling genes might extend human longevity.

science’s stke www.stke.org SIGNAL TRANSDUCTION KNOWLEDGE ENVIRONMENT

PERSPECTIVE: Progress from the Postsynaptic Side—Signaling in Synaptic Differentiation
T. Biederer

Interactions between immobilized and soluble signals are likely involved in synaptic differentiation.

PERSPECTIVE: Dasm1—A Receptor that Shapes Neuronal Dendrites and Turns On Silent Synapses?
D. L. Falls

Dasm1 appears to both promote dendritic growth and activate glutamatergic synapses.

TEACHING RESOURCE: Protein Domains that Interact with Receptor Tyrosine Kinases—
Structural Aspects M.-M. Zhou

Lecture notes and slides are provided for a graduate-level class.
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Hot Rocks, Lost City
Recently, a deep-ocean hydrothermal system was discovered in
the Atlantic Ocean. The Lost City hydrothermal field is powered
by sea water hydrating rocks in ocean crust to form the mineral
serpentine, a process that releases heat. Because this reaction po-
tentially occurs throughout the oceans, this type of system may
be widespread. Detailed mapping of the system and chemical
and microbial analyses by Kelley et al. (p. 1428; see the Perspec-
tive by Boetius) show that primarily archaea inhabit the vents
living of methane. The sur-
rounding diversity of marco-
fauna is high and comparable
to that of mid-ocean ridge
hydrothermal systems.

Water Shuffle
Solvation processes likely in-
volve subtle rearrangements
of the solvent molecules
around the solute that vary
only sl ightly in energy.
Clarkson et al. (p. 1443,
published online 3 February
2005) explore such process-
es in a model gas-phase sys-
tem in which the organic
molecule formanilide forms
two different types of com-
plexes with a water molecule
via hydrogen bonds, either a donor link to the C=O group or an
acceptor link to the NH group. A laser excitation scheme (stim-
ulated emission pumping) boosts the vibrational energy of
either isomer selectively. When sufficient energy is provided,
the water can shift from one binding site to the other. The data
support an energy difference of roughly 200 wavenumbers (cm–1)
or less between isomers, and lower bounds of 870 ± 120 cm–1

were extracted for the isomerization thresholds under experi-
mental conditions.

Distorted Heliosphere
Measurements of the direction of neutral hydrogen flow as it en-
ters the inner heliosphere from the Solar and Heliospheric Obser-
vatory (SOHO) by Lallement et al. (p. 1447; see the Perspective
by Jokipii) show that the heliosphere is distorted. The distortion is
probably caused by the interstellar magnetic field, which forces
the termination
shock to be more
elongated with in-
creasing ecliptic
latitude. Voyager
1, which is at
about 90 astro-
nomical units from
Earth, has sent
back controversial
signals that sug-
gest it may have
left the heliosphere.

However, if the heliosphere is distorted, as suggested by the SOHO
data, then Voyager 1 is still trapped within the elongated region
of the heliosphere and has not crossed the termination shock.

Organizing Enamel 
Like bone, tooth enamel is composed of ordered carbonated ap-
atite crystals, but unlike bone, enamel does not include collagen

to direct crystallie growth, nor does
enamel remodel like bone. At an

early stage of development,
enamel contains a large frac-

tion of amelogenin proteins.
Du et al. (p. 1450; see the
Perspective by Veis) used
in vitro studies to show
that these proteins form
nanospheres that subse-
quently organize into micro-

ribbons. These structures
may control the subsequent

oriented growth of apatite
crystals during mineralization.

Doubling Resistance
Segmental duplications within the
genome are fundamental to both human
disease and evolution. Because certain
duplications span genes involved in im-

mune defense, some differences in the ability to fight infections
can be attributable to dosage effects resulting from the number
of copies of specific genes. Gonzalez et al. (p. 1434, published
online 6 January 2005; see the cover and the Perspective by
Nolan et al.) noted differences in segmental duplications span-
ning the variant of the CCL3 chemokine, CCL3L1, in different eth-
nic and geographic populations. The CCL3 receptor, CCR5, is an
important coreceptor for human immunodeficiency virus–1
(HIV-1) infection. The authors found that increased segmental 
duplications increased resistance to acquiring HIV-1 and progres-
sion to AIDS, and correlated with CCL3L1 expression, levels of CCR5,
and reduced CD4+ T cell decline. Similar duplications in chim-
panzees suggest that some duplications may be an ancient adaptive
response of the immune system to environmental pressures.

High-Pressure Existence
Despite the deep sea being the largest environment within the
biosphere, adaptation to this habitat is still poorly understood.
Photobacterium profundum has become a model for ocean
depth adaptation, as it grows optimally at high hydrostatic
pressure. In genome and expression analysis, Vezzi et al.
(p. 1459) find hints of adaptations in metabolism and protein
structure to high-pressure life. This bacterium apparently uses
alternative carbon sources at these depths because enzymes for
chitin, pullulan, and cellulose degradation are activated at 28
megapascals. This bacterium is so finely tuned to high-pressure
life that atmospheric pressure triggers a stress response that
activates distinct chaperones and DNA repair proteins.
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Maser Distance Markers
It is difficult to determine the dis-
tance to nearby galaxies in the
Local Group of galaxies, but such
data are needed in order to esti-
mate the local distribution of
matter and galactic dynamics, as
well as to provide a calibration
point for other distance scales, such
as Cepheid variables. Brunthaler et al.
(p. 1440) determined a distance to the
Triangulum galaxy (M33) of 730 ± 168 kilopar-
secs by observing two water masers with the Very
Long Baseline Array (VLBA) of radio telescopes. This
value agrees well with previous distance values, and
their study also determined M33’s angular rotation.

edited by Stella Hurtley and Phil Szuromi
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Dangers of an All-Diatom Diet
In the plankton food chains in the ocean, it has been believed that copepods primarily
feed on diatoms. However, laboratory studies have indicated that copepods do not fare
well with a pure diatom diet, and it has recently been suggested that diatoms may be
toxic to copepods. Jones and Flynn (p. 1457) show that diatoms are not so much toxic
to copepods as of poor nutritional value. In a series of feeding experiments, they show
that copepods fed a mixed diet of diatoms and flagellates fare better than copepods fed
a diet of diatoms alone, and also that the nutritional status of the diatoms themselves is
important in determining the copepods’ response.

To Kill a Male Drosophila
Certain cytoplasmically inherited microorganisms disturb the reproduction of their host to
increase their own propagation. The mechanism by which host systems are affected are
unclear. In particular, “male-killer” bacteria pass from a female insect to her daughters and
sons, and selectively kill sons during embryogenesis. Around 20% of insect species may be
afflicted in this way, but how do these bacteria kill just males? Veneti et al. (p. 1461) used
the male-killer Spiroplasma poulsonii, which infects Drosophila melanogaster, to address
this question. When male-killers were placed in flies carrying mutations within the gene
dosage compensation system that is involved in male specification, any mutation in the
dosage compensation complex increased the survival of male offspring.

Linking Caspase-8 and NF-κB Activation
The protease caspase-8 functions in signaling from death-
inducing receptors on the cell surface, but analysis of humans
lacking the enzyme suggests that it must also play a role in
signaling from antigen and Fc receptors on cells in the im-
mune system. Su et al. (p. 1465) show that activation of nu-
clear factor κB (NF-κB, a key player in immune responses) is
defective in cells lacking caspase-8. Antigen or Fc receptors
stimulate NF-κB through a process mediated by a molecular
complex that contains numerous signaling proteins, and caspase-8 physically interacts
with adaptor proteins that aid in the formation of these signaling clusters. When it sig-
nals cell death, caspase-8 undergoes autoproteolysis that generates a fragment with
strong protease activity. After activation of antigen receptors, however, catalytic activi-
ty of caspase-8 was still required for signaling, but the enzyme remained intact, per-
haps in a conformation with a more moderate proteolytic activity. These results help
explain the range of physiological effects seen in patients after loss of this single 
protein-degrading enzyme.

Skin Feels the Heat
Unlike other members of the transient receptor potential (TRP) family of ion channels
that function as temperature sensors, TRPV3 is expressed in epithelial keratinocytes
rather than sensory neurons in the skin. Moqrich et al. (p. 1468) generated a TRPV3
knockout mouse and found that the ion channel is required for animals to detect tem-
peratures in the ambient range. Camphor potentiated the activation of TRPV3 by heat,
and mice lacking TRPV3 could not respond to camphor. Once thought to be an exclu-
sive function of neurons, the study extends thermosensation to keratinocytes.

Dopamine, Reward, and Attention
What is the functional significance of the fast burst firing of midbrain dopaminergic neu-
rons, and what are the normal afferents projecting to these cells that carry the informa-
tion to which the neurons respond? Dommett et al. (p. 1476) found that the superior
colliculus is the major input source of short latency visual responses of dopaminergic
neurons. The induction of visual responses in dopaminergic neurons leads to increase in
dopamine release in the striatum. However, dopaminergic cells only responded to the
novel visual stimuli when the colliculus was pharmacologically disinhibited.
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N
ow that we are firmly into 2005, the 1980 Bayh-Dole Act (hereafter, B-D) will soon graduate
from adolescence to adulthood, having reached the quarter-century mark. This legislation has had
a profound impact on science in the United States and, indirectly, in other nations as well. But the
ratio of its benefits to its costs depends on one’s view of what’s important. To those who had
worried about technology transfer, it’s a huge success. To others, who expressed concern about
university/corporate relations or mourn the enclosure of the scientific “knowledge commons,” it

looks more like a bad deal.
To review: Under B-D, the U.S. government renounced intellectual property claims on research supported by

federal funds in universities or other nongovernment institutions. The argument in its favor went this way: Because
few patents were being issued on government-funded work, scientists and their institutions needed an incentive to
patent their discoveries and then license the new technology for development into useful products.

In response to B-D (and some favorable changes in the capital gains tax laws), universities grew offices of
technology licensing and faculty members took a new interest in getting their discoveries patented. Venture capitalists,
and venture funds in the universities’own endowment portfolios, were eager to help in the conversion of professor to
entrepreneur, and pretty soon campus districts were peppered with commercial startups. For university administrators,
this was a brand new problem. Should we co-invest with faculty members, linking endowment return to the work of
those professors? Should graduate students be given offshore employment in their
mentors’ startups? Should the university be landlord, philanthropic beneficiary, and
exclusive licensor to these entities all at once? We generally answered such questions
in the negative in the 1980s, despite some intriguing offers. 

Hard questions soon emerged for others. When professors sent cell lines or reagents
to other scientists, they now had to accompany them with a Material Transfer Agreement
containing complex restrictions against further distribution. Has that custom evolved
from merely annoying to mischievous? Has the developing thicket of patents and
licenses created what Eisenberg and Heller called a “knowledge anti-commons,”
stifling communication among scientists? When those who make use of federally
supported research add value, what is a legitimate return? B-D retained certain
“march-in” rights for the government. But those are there to punish sloth, not greed:
The National Institutes of Health (NIH) was recently asked to intervene in a case in
which a drug manufacturer was making a hefty profit on an invention resulting from
NIH-sponsored research. NIH refused (Science, 4 June 2004, p. 1427; and 13 August 2004, p. 926), supported by
assertions from Senators Birch Bayh and Robert Dole themselves that price controls had not been contemplated in B-D.

That position follows a policy rationale used by the government ever since it entered basic research after World War
II. Federal support of basic research was justified because it would generate good ideas; these would then attract
private risk capital for development into products. It was assumed that those developers were entitled to a return on
the value added, but that assumption may be unraveling. Drugs that generated large royalty payments to universities
from domestic sales but were needed in poorer nations were natural targets for resentment: Students demonstrated
over such cases. Meantime, Congress considered a bill to garnish royalty payments to universities for “blockbuster”
drugs developed from a basic research idea. Scientific journals, including Science and other nonprofit society
journals, were invited by Congress to make papers reporting government-sponsored research freely available and to
find another way to finance the value added through editing, review, and evaluation. 

Inconsistency and ambivalence prevail. We want technology transfer, but we resent those who take federally
supported work, add some value, and receive a return on their investment. The same NIH that urges nonprofit
publishers to give that value away properly declines to make drug manufacturers sell drugs cheaply if they were
derived from NIH research. Some scientists resent any controls over material transfer; others insist that they’re
essential. Critics decry the “corporatization” of the university, yet academic/corporate collaborations flourish.
B-D has neither a sunset nor a reauthorization requirement, but after a quarter-century it may be time to measure the
innovation it has created and to balance that against the costs to universities, their faculties, and public trust in science. 

Donald Kennedy
Editor-in-Chief

10.1126/science.1107581
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V I R O L O G Y

Doubly Active Protease

Evasion of host immune
responses is a common
defensive strategy used 
by viruses and is clearly 
illustrated by the ability of
hepatitis C virus (HCV) to
cause chronic liver infection.
HCV achieves evasion, in
part, through expression of
the NS3/4A protease, which
interrupts the induction of
α/β interferon (IFN) gene
expression by interferon 
regulatory factor 3 (IRF3).

Two studies identify the
targets of NS3/4A, and both
pathways are shown to be
pivotal in IRF3 induction.
Li et al. observed that the
Toll-like receptor 3 (TLR3)
adapter protein TRIF was
cleaved by NS3/4A in an in
vitro assay system. This was
sufficient to prevent the
induction of IFN-β by an
activating ligand of TLR3.
Furthermore, compromising
TLR3 signaling was found to
be sufficient to permit the
cellular replication of HCV
RNA. Foy et al. determined
that the retinoic acid–

inducible gene I (RIG-I) sig-
naling pathway was disrupted
by NS3/4A, again leading to
loss of IRF3 induction of IFN-β.
The development of NS3/4A
inhibitors may help guide
improved therapeutic interven-
tion in HCV infection. — SJS

Proc. Natl. Acad. Sci. U.S.A. 102, 2992;
2986 (2005).

M O L E C U L A R  B I O L O G Y

A Fourth Musketeer

In eukaryotic cells, the enzy-
matic activities of RNA poly-
merases I, II, and III produce
ribosomal RNA (rRNA), mes-
senger RNA, and transfer
RNA (and 5S rRNA), respec-

tively. However, the genome
sequence of Arabidopsis
thaliana revealed that
another RNA polymerase
might exist, and Onodera 
et al. provide evidence for a
functional RNA polymerase
IV (Pol IV). Mutant plants
lacking RPD1 and RPD2,
genes encoding the two
largest subunits of the 
putative Pol IV, were still
viable, but higher order 
heterochromatin assembly
into centromeres was dis-
rupted. Generally, an increase
in cytosine methylation
favors the formation of con-
densed heterochromatin. In
rpd2 plants, cytosine methy-
lation of the pericentromeric
5S rRNA gene clusters was
low, and these clusters did
not cycle from a decondensed
transcriptionally active state
into inactive heterochro-
matin. Because small 
interfering RNAs (siRNAs)
complementary to 5S rRNA
genes were also reduced, the
authors suggest that Pol IV
affects amplification of
siRNAs that direct DNA
methylation (of their corre-
sponding genes) and hence

promote the organization 
of condensed nuclear 
chromocenters. — LDC

Cell 10.1016/S0092867405001510
(2005).

C H E M I S T RY

Fast and Accurate

Methods for detecting explo-
sives in a range of settings,
such as airports, should be
highly sensitive, highly spe-
cific, and applicable to non-
volatile and thermally unsta-
ble substances. Furthermore,
they should be fast and not
require much sample prepara-
tion. Current methods do not
measure up; they involve
manual sample transfer and
are not ideal for detecting
nonvolatile or thermally
unstable substances.

Takáts et al. show that the
recently developed desorption
electrospray ionization 
(DESI) method meets these
requirements. An electrospray
is directed onto a surface
bearing the analyte, and the
resulting secondary ions are
collected and analyzed by
mass spectrometry. Sub-
nanogram amounts of several
explosives, including TNT, can
be detected on a variety of
surfaces such as paper, skin,
and metal. Analysis takes just
a few seconds, and no sample
preparation is required. — JFU

Chem. Commun. 10.1039/b418697d
(2005).

B I O C H E M I S T RY

Freedom to Associate

The power-generating capacity
of mitochondria is based on
redox reactions (in complexes
I, II, III, and IV) that establish
an electrochemical gradient
of protons, which is used to
make ATP (in complex V).
The redox reactions utilize
the mobile electron carriers
ubiquinone and cytochrome
C, and considerations of 
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Centromeres (green) and 5S
rRNA genes (red) in wild-type
(upper) and rpd2 (lower) plants.C
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C H E M I S T RY

Reducing Nitrogen

The formation of stable and
well-defined inorganic clusters
often requires the presence
of chelating organic ligands.
Rather et al. report using an
organic reaction to drive the
formation of a hydroxyl-bridged
Ga13 cluster. The oxidation of nitro-
sobenzene to nitrobenzene can be
coupled to the reduction of nitrate,
and using Ga(NO3)3 as the source
of nitrate yields as a product the
compound [Ga13(µ3-OH)6(µ2-OH)18(H2O)24](NO3)15, in which the N:Ga stoichiometry has been
reduced from 3:1 to 15:13. Unlike related Al13 clusters, which have a modified Keggin ion structure,
x-ray crystallography reveals that the Ga13 cluster is similar to ligand-stabilized clusters in that it
has an octahedral Ga core, which is bridged by hydroxyl groups to six Ga cations that are, in turn,
surrounded by six hydrated Ga ions.All together, this cluster forms a disklike structure about 1 nm
thick and about 2 nm in diameter. — PDS

J. Am. Chem. Soc. 10.1021/ja043520t (2005).

Polyhedral (left) and ball-and-stick (right) representa-
tions of the polycation (Ga atoms in pink, O atoms in
red, and H atoms in white).
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catalytic flux as well as sequestration of
reactive intermediates (not to mention
membrane morphology and integrity)
have led to the view that these complexes
might associate into supercomplexes.
Dudkina et al. provide electron micro-
scopic evidence that in plant mitochondria,
a 1.5-megadalton conglomerate of 
complex I and dimeric complex III exists.
This observation fits nicely with recent
human genetics studies that have linked
mutations in genes coding subunits 
in one mitochondrial complex with 
functional or structural deficiencies in
another. — GJC

Proc. Natl. Acad. Sci. U.S.A. 10.1073/pnas.0408870102
(2005).

M AT E R I A L S  S C I E N C E

Greasing the Color Switch

Spirooxazine and chromene are photo-
chromic dye molecules that undergo a
reversible color change when subject to
irradiation. Switching between clear and
colored states requires that half of the
molecule undergo an approximately 90°

rotation. In solution, switching and
unswitching are fast processes, but 
when these molecules are embedded 
in a host matrix, the unswitching or color
fade times are significantly longer and
are strongly influenced by the viscosity
of the matrix. Although a matrix with a
lower glass transition temperature could
be used to mitigate this problem, this
would then compromise other properties
of the lens.

Evans et al. have come up with a 
solution that was inspired by drug and
gene delivery, where sensitive peptides 
or oligonucleotides are protected by a
polymer conjugate. In this application,
they covalently linked their dye molecules
to low–glass transition temperature
oligomers, such as poly(dimethylsiloxane)
and poly(ethyleneglycol), which then
shield the dye from the lower-viscosity
matrix material.The attached oligomers 
do not alter the electronic character of 
the dyes, but they do act to lubricate the
twisting motion, so that the color fade
times were reduced by 40 to 99%. — MSL

Nature Mater. 10.1038/nmat1326 (2005).
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The Big Picture of Synaptic Phosphorylation

Collins et al. have used advances in mass spectrometry and
strategies to enrich phosphopeptides in cell extracts to carry

out a proteomic analysis of phosphorylation events in synaptosomes (synaptic
terminals) from the mouse brain. Although phosphorylation events are known
to be important in synaptic sig-
naling and have been studied
extensively, these results suggest
that traditional studies have
barely scratched the surface. Of
the almost 300 phosphorylation
sites identified, 92% had not been
described previously. Many pro-
teins exhibited multiple phospho-
rylation sites (as many as 30), so
the 300 sites were distributed
among only 79 proteins, half of
which were not known to be
phosphorylated before.

The authors used peptide
arrays along with literature min-
ing and bioinformatic analysis to
assign kinases likely to target
these sites. Most substrates appear to be targets of multiple kinases; one group of
kinases appears to phosphorylate their target proteins at multiple sites, and another
appears to hit just one site per substrate. A relatively small number of kinases
appears to account for much of the phosphorylation observed. In fact, nine kinases
appear to be responsible for more than 250 of the phosphorylation sites. — LBR

J. Biol. Chem. 280, 5972 (2005).
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D ATA B A S E

Breaking Down Diabetes
The immune system runs amok in type I diabetes and rubs out
insulin-making cells in the pancreas, sabotaging the body’s ability
to control glucose levels. The site T1DBase dispenses the latest
information about genes implicated in this disease in rats, mice,
and humans. Search the collection by chromosome or by name to
dig up data about a particular gene. Plugging your selection into
the tool Gbrowse lets you parse the gene’s structure and see land-
marks such as single nucleotide polymorphisms and repeated
sequences. The entries also indicate which biochemical pathways
the gene plays a role in and often provide measurements of its
activity in different tissues. Another feature helps users sort
through the sometimes-baffling genomic terminology by trans-
lating the various designations that different databases apply to
the same genes.The site is sponsored by the Institute for Systems
Biology in Seattle,Washington, and other organizations.

t1dbase.org

W E B  P R O J E C T S

Catch a Gravity Wave
A new computer program allows you to discover gravi-
tational waves from the comfort of your home. The
program, called Einstein@Home, runs on idling per-
sonal computers and will analyze data from three
observatories testing the central predictions of
Albert Einstein’s General Theory of Relativity.

The theory predicts that so-called gravitational
waves should ripple outward from violent cosmic
sources, such as colliding black holes. But the waves
have never been detected directly. By parceling out
the number crunching among participants’ computers,
Einstein@Home will search for a specific pattern of periodic
gravitational waves produced by tiny spinning objects called neu-
tron stars. Organizers hope to recruit at least 100,000 volunteers.

einstein.phys.uwm.edu

E D U C AT I O N

Science Video Store
If you want to sit in on a lecture on buckyballs by chemist Harry
Kroto or hear the late evolutionist John Maynard Smith’s take on the
origin of life, drop by this site from the Vega Science Trust, a non-
profit organization in the United Kingdom.Web viewers can screen
more than 50 scientific programs—most aimed at college students
or the general public—that range from interviews and lectures to
roundtable discussions on issues such as the influence of genetics
on personality.Visitors can also drop by a master class on states of
matter or watch a documentary about a conference in which med
students hobnob with Nobel laureates.

www.vega.org.uk

R E S O U R C E S

Eye on Mesoamerica
You can keep a close watch on environmental changes in Central
America at this new NASA Web site, created to inform researchers
and the region’s policymakers. SERVIR, based in the City of Knowl-

edge, Panama, compiles
satellite and other data to
monitor weather, ocean
conditions, and other vari-
ables. For instance, users
can call up fresh measure-
ments of ocean chlorophyll
to check for the algal popu-
lation explosions known as
red tides.You can also pin-
point recent volcanic erup-
tions and earthquakes or

track the latest fires.The image above shows fires erupting over the
region during 2002.

servir.nsstc.nasa.gov/home.html

NETWATCH
edited by Mitch Leslie
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Send site suggestions to netwatch@aaas.org.Archive: www.sciencemag.org/netwatch

R E S O U R C E S

Tallying Life Down Under
Home to egg-laying platypuses, tree-climbing kangaroos,
and 2-meter-long lizards,Australia has more than its share of
biological oddities.The country’s estimated 2 million kinds of
plants, animals, and other creatures include plenty of less
spectacular species, too. The taxonomic catalogs at this site
from the Australian government’s Department of Environ-
ment and Heritage in Canberra can help researchers sort
through this prodigious diversity. The Fauna Online page
directs you to species descriptions for many animal groups,
providing distribution maps, notes on ecology, key refer-
ences, and other information about organisms such as the
giant cuttlefish (Sepia apama; above), which lives along much
of the country’s coast. The listings will eventually cover all
Aussie animal species. The Flora Online page lets you search
a similar catalog of plants, algae, and lichens.

www.deh.gov.au/biodiversity/abrs/online-resources/index.html
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The guts
of HIV
infections

Martian ice,
or lava?

Th is  We e k

The startling announcement last October of an
18,000-year-old skeleton of a new species of
human posed a paradox: Despite having a
brain no larger than a chimp’s, the diminutive
hominid from the Indonesian island of Flores
showed signs of advanced intelligence,
including hunting with sophisticated stone
tools. That paradox may now be solved. A
detailed study of the cranium of
Homo floresiensis, published
online this week by Science
( w w w. s c i e n c e m a g .
o r g / c g i / c o n t e n t /
abstract/1109727),
reveals that the hom-
inid apparently man-
aged to pack a num-
ber of features of
more advanced brains
into its very small
skull. Brain features
preserved in its cranium
suggest that the Flores
hominid may have been able to
perform advanced cognitive
tasks, says lead author Dean
Falk of Florida State University in
Tallahassee. 

That f inding may overturn long-held
ideas about the evolution of the human brain
and also raises some provocative notions
about how the Flores people evolved in the
first place. “If they are correct, this is really
a stunner,” says anthropologist Leslie Aiello
of University College London (UCL). Evo-
lutionary anatomist Fred Spoor, also of
UCL, adds that the new study “upsets one of
our main concepts of human evolution, that
brain size has to increase for humans to
become clever.” The work also undercuts
the notion proposed by some critics that the
Flores bones are those of a microcephalic
modern human rather than of a new species.

To study the hominid’s brain, Falk and col-
leagues, including anthropologist Charles
Hildebolt of the Mallinckrodt Institute of
Radiology in St. Louis, Missouri, analyzed a
cast of the inner surface of its skull, or endo-
cast, which preserves the surface features of
the brain. Because the skull was too fragile for
the usual method of pouring liquid rubber

inside it, the team made a virtual endocast
from computerized tomography scans. The
original discovery team, including co-authors
Michael Morwood and Peter Brown of the
University of New England in Armidale, Aus-
tralia, had the skull scanned at a hospital in the
Indonesian capital of Jakarta before the bones
were temporarily moved last fall to

Yogyakarta (see sidebar). 
The researchers com-

pared the endocast to vir-
tual endocasts of the
skulls of a micro-
cephalic modern

human, a modern
woman, a Homo
erectus, a pygmy,
and a chimpanzee,
as well as latex
endocasts of
other humans, pri-

mates, and extinct hominids. They found
that, relative to its overall size, the brain of
Homo floresiensis has very large temporal
lobes, brain regions associated in living peo-
ple with understanding speech and hearing.
Even more dramatically, the hominid has
highly folded and convoluted frontal lobes,
areas of the brain just under the forehead that
are implicated in higher cognition. “There
are two huge convolutions,” Falk says. “I
haven’t seen swellings like this before in any
[extinct] hominid endocasts,” including
those of Homo erectus. The most convoluted
region is in the most forward-projecting part
of the frontal lobe, called the frontal pole.
Falk identifies this region as Brodmann’s
area 10, which is expanded in modern
humans and is involved in undertaking ini-
tiatives and planning future actions—key
components of higher cognition. 

This enlarged area suggests that the little
Flores people may well have been capable
of creating the stone tools that were found
near them, which are more typical of those
made by prehistoric modern humans than
earlier hominids including Homo erectus.
“The real take-home message here is that
advanced behaviors, like making sophisti-
cated stone tools, do not necessarily require
a large, modern, humanlike brain,” says
Spoor. “It can be done by reorganizing a
small brain, with convolutions and rewiring,
and this goes to the heart of our understand-
ing of human evolution.”

Small but Smart? Flores Hominid
Shows Signs of Advanced Brain

PA L E O A N T H R O P O L O G Y

“Hobbit” Bones Go Home to Jakarta
While scientists debate the evolutionary lessons to be drawn from the discovery of
Homo floresiensis (see main text), a bitter custody battle over the tiny hominid’s remains
(Science, 25 February, p. 1179) may be almost over. Late last week, Indonesian paleo-
anthropologist Teuku Jacob gave most of the remains of up to eight individuals of the
claimed new human species to members of the Center for Archaeology in Jakarta, the
bones’ official repository. Jacob had been studying the bones since November, when a
center researcher helped him pack them into a leather bag and take them to his labora-
tory at Gadjah Mada University in the Indonesian city of Yogyakarta.

Some members of the original Australian-Indonesian team that discovered the
hominid on the island of Flores protested loudly that the hominid had been in effect kid-
napped, in violation of a memorandum of understanding between the Australian and
Indonesian institutions involved. Jacob insisted that he had full permission from the
archaeological center and in turn charged the Australians with interfering with long-
standing arrangements among Indonesian laboratories.

According to center director Tony Djubiantono, Jacob has now returned all the
hominid remains except two leg bones—a tibia and a femur—to Jakarta. Djubiantono
says he is not sure when the rest of the bones will be reunited at their Jakarta home, but
says that he will call Jacob “next week and every week” until they are returned.

–M.B.

▲

Thinking ahead? The
highly convoluted frontal
lobes of Homo floresiensis
may indicate advanced
cognition.
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Not everyone is ready to
discard the importance of
brain size, however.
Anthropologist Katerina
Semendeferi of the Uni-
versity of California, San
Diego, who has studied
area 10 extensively, cautions
that “many would argue that
absolute size is of paramount
importance”; she adds that
stronger evidence linking
the stone tools with the
small Flores people
would strengthen the
case for their cognitive
abilities.

Whatever the hominid’s capa-
bilities, the endocast results
argue against the notion that it
was a pathological case of
microcephaly, the authors say.

In overall brain shape, the Flo-
res hominid least resembles the

microcephalic, and it also bears little
resemblance to the pygmy. “The

skull is totally the wrong shape”
to be a microcephalic, Falk says.

But anthropologist Alan
Thorne of the Australian

National University in Canberra counters
that the single European microcephalic
analyzed “tells us virtually nothing about
the global range of microcephalic virtual
endocasts.” Others agree that the paper
alone does not completely rule out micro-
cephaly. “The case [against microcephaly]
is increasingly less likely but not entirely
closed,” says Aiello. Spoor notes, however,
that few researchers are convinced by the
microcephaly argument at this point. “Col-
leagues advocating that [the Flores
hominid] is a modern human microcephalic
should start publishing hard evidence in
peer-reviewed journals to underpin their
claims,” he says.

Assuming that Homo floresiensis is a
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Biodefense
distortion?

Proof by
computer

Polar
breakup

Foc u s

When the Cassini spacecraft approached 
Saturn’s icy-bright satellite Enceladus 
(en-SELL-uh-duss) last month, “we knew it
was going to be weird,” says camera team
member Torrence Johnson. “We just didn’t
know how weird.” The misfit satellite turned
out to be even stranger than scientists thought
in 1981, when Voyager 1 first visited. Voyager
images showed the supposedly long-dead pri-
mordial ball of ice to have been geologically
refreshed in recent times. Some unidentified
geologic process had smoothed its battered
surface in places. Now, says Johnson, it
appears “some areas on Enceladus have to be
very young, possibly younger than on Europa,”
the ice-covered ocean moon of Jupiter.

The Cassini camera, which returned 20
times the f ine detail of Voyager images,
imaged three sorts of terrain as it swept within
1180 kilometers of Enceladus, says Johnson,
who works at the Jet Propulsion Laboratory in
Pasadena, California. As seen in Voyager
images, large parts of the 500-kilometer-
diameter moon are cratered by comet
impacts, although the craters appear “soft-
ened.” Presumably, this geologically older
surface ice has been warm enough to flow and
“relax.” A second sort of terrain that in Voy-
ager images looked completely blank now
appears to be fractured by repeated squeezing
and stretching of a brittle crust.

A third terrain looks “scallopy, twisted,
taffylike,” says Johnson. Absent are the smooth
plains formed by once-fluid water that were
assumed to have spewed onto the surface in

“cryovolcanic” eruptions. “You don’t see the
flat, flooded picture of cryovolcanism” dis-
cussed after Voyager, says Johnson. “Some-
thing flowed there, but it was very viscous.” All
in all, large parts of Enceladus have
suffered “fairly energetic events
fairly recently,” perhaps less than
100 million years ago.

The missing piece of the puzzle
is an energy source that could have
warmed and melted ice as well as
fueled tectonic forces on Ence-
ladus. Cassini may have found one.
As the spacecraft flew by, its radio
signal’s frequency shifted more
than expected. That means the
moon was gravitationally tugging
on Cassini harder than a ball of
pure ice would, says camera team
member Joseph Veverka of Cornell
University. “It’s definitely got some
rock in there,” he says. And rock
would carry radioactive elements
such as potassium-40 whose decay
would have heated the interior, per-
haps melted ice with the help of
some naturally occurring ammonia
antifreeze, and churned the interior
to deform the surface.

Rock would help, notes planetary physicist
David Stevenson of the California Institute of
Technology in Pasadena, but, he adds, “I don’t
understand why Enceladus is doing something
different from other moons.” Neighboring
Tethys, for example, is twice the diameter of

Enceladus and has perhaps six times the mass,
yet it is covered by ancient cratered terrain.
Unlike watery Europa, Enceladus does not
presently orbit in step with other moons, which

could pump tidal energy to it from Saturn,
although it might have done so in the past 
(Science, 29 July 1983, p. 449). More clues to
Enceladus’s energetic lifestyle could come
next week (9 March), when Cassini makes an
even closer pass. –RICHARD A. KERR

A Strange Little Saturnian Ice Ball Gets Stranger Still
P L A N E TA RY  S C I E N C E

Wrinkled youth. Something has more than once crumpled
this part of icy Enceladus. Judging by the dearth of impact
craters, it happened in the geologically recent past.

No match. The brain of Homo floresiensis
(top) bears little resemblance in shape to that

of a modern human microcephalic.

▲
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new hominid species, the question remains
why its brain is so small. In the original
Nature papers, Morwood, Brown, and their
co-authors suggested that an ancestral
population of larger Homo erectus shrank
in body and brain, in the first case of island
dwarfism seen in hominids. But the new
paper urges reconsideration of an alterna-
tive hypothesis, that a small-brained,
small-bodied, pre-erectus hominid man-
aged to get to Flores in the distant past, and

then, in a case of parallel evolution with
modern humans, evolved a relatively
advanced brain on its own. “Some of [the
hominid’s] traits indicate that the ancestral
population may predate Homo erectus,”
says Morwood. He adds that his team is
now preparing to look for just such an
ancestor on the Indonesian islands of Java
and Sulawesi. Says Falk: “Maybe there are
even more surprises waiting out there.”

–MICHAEL BALTER
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Sri Lankan Disease Emerges
Sri Lankan and international health offi-
cials are warily eyeing the progress of a
mysterious disease in that country. Over
the past 3 weeks, 200 people have been
hospitalized with chest pains, shortness
of breath, and racing hearts. But there
have been no deaths, despite media
reports to the contrary. Sri Lankan health
authorities have been unable to identify a
causative agent in blood samples.

The outbreak has hit the region
around Badulla, about 130 kilometers
east of Colombo.The epicenter is some
distance from the coast, and the outbreak
is thought to be unrelated to the late
December tsunami. Paba Palihawadana,
deputy chief of epidemiology for the
country’s Ministry of Health, says that
local hospitals are reporting five or six
new cases a day. But she adds that con-
cern about the disease’s unknown cause
is tempered by its apparent mildness.
Patients are recovering quickly, and the
disease does not seem to be highly conta-
gious. “So far, we have not seen any clus-
tering of cases,” Palihawadana says.

Experts from the World Health Orga-
nization were due to arrive in Sri Lanka
this week to help investigate the new
disease.

–DENNIS NORMILE

Research Boost for 
Italy’s South
ROME—Italy plans to spend $600 million
over the next few years to strengthen
research capacity in its underdeveloped
southern region.The investment is
large—the entire national research coun-
cil budget for 2005 is about $1.2 billion—
and will be divided between specific proj-
ects aimed at boosting the economy, such
as a lagoon-monitoring system in 
Sardinia, and the creation of a dozen labs
in areas from seismology to medical 
diagnostics.

“This is truly a first for the south,” says
Letizia Moratti, head of Italy’s education
and research ministry, who sees the ini-
tiative as an opportunity to attract scien-
tists to the region.

However, critics argue that the money
would be better spent in backing ongoing
efforts that are underfunded. “Why not
put resources into our existing labs, proj-
ects, and many excellent researchers?”
asks medical researcher Gianluigi 
Giannelli of the University of Bari.

–SUSAN BIGGIN

ScienceScope

Cryptographers are making a hash of things
again. Last month three code breakers
demonstrated a way to break the Secure Hash
Algorithm (SHA-1), a government-approved
standard cryptographic function crucial to
many electronic transactions, including digi-
tal signature schemes and password verifica-
tion. Although the finding doesn’t mean that
SHA-1 is unusable, it has prompted the
cryptographic community to suggest finding
more secure versions of SHA. “The research
community is going to have to think very hard
about this,” says Massachusetts Institute of
Technology cryptographer Ron Rivest. “We
clearly have to replace SHA-1.” 

A hash function is a mathematical device
that takes a chunk of text (which can be huge)
and, through a series of arithmetic manipula-
tions, turns that text into a number (which is
small). Hash functions allow computer pro-
grams to verify that large blocks of text or data
are unaltered without needing to store the large
files themselves. For example, you might
know that a particular hash function spits out
the number 634,331,206 when given the
authentic text of War and Peace. If someone
gives you a file of text, you just run the hash
function on it. If the number 634,331,206 does-
n’t come out, the file can’t be an unaltered copy
of War and Peace.

That is what many operating systems do
with passwords: Rather than storing passwords
in an easy-to-steal file, they store the pass-
words’hash values instead. Even if hackers get
hold of the list of hash values, they don’t know
how to turn those values into valid passwords
and get into the system. Of course, this is true
only if the program can’t be run backward. To
guarantee a one-way hash function, the
National Institute of Standards and Technology
(NIST) in the early 1990s introduced SHA-1.

Now, more than a decade later, three
researchers from China and the United
States have devised the f irst successful
attack on SHA-1. Although they don’t force
the algorithm to run backward, in an unpub-
lished paper circulating among computer-
security experts they show how to do a

related trick. “What we have done is shown
something called a collision,” says Yiqun
Lisa Yin, an independent consultant in
Greenwich, Connecticut. “Two different
messages map to the same outcome.” In
other words, Yin and her two colleagues,
Xiaoyun Wang and Hongbo Yu of Shandong
University in East China, came up with a
way to find different blocks of text that have
identical hash values. In theory, hackers
could use the trick to forge stamps of authen-
ticity for electronic documents.

An attacker, by pure brute force, would
expect to f ind one such collision in 280

attempts. The team shows how to reduce that
value to 269 tries—still out of the range of
supercomputers, but close enough to worry
experts. Rivest thinks NIST should hold a
competition to design a next-generation hash
algorithm. NIST has no plans for such a com-
petition, says Edward Roback, chief of
NIST’s Computer Security Resource Center,
but is encouraging users to switch to beefed-
up versions of SHA: “It’s not like SHA is
completely broken, but any time the security
of an algorithm is less than expected, it’s a
concern.”

–CHARLES SEIFE

Flaw Found in Data-Protection Method
C O M P U T E R  S E C U R I T Y

Encrypt

HASH

Decrypt

HASH

HASH

Compare:
Are they
the same?

SHA-1

SHA-1

Hashed Hancock. A digital signature scheme
using hash functions (such as SHA-1) and
ciphers may be vulnerable to forgery.
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The déjà vu was palpable when U.S. plane-
tary scientists heard the news last week that a
frozen sea the size of the North Sea had been
found on Mars. “We went through all this 
7 years ago when [Mars Global Surveyor]
first imaged these terrains,”
says planetary geologist
Alfred McEwen of the Uni-
versity of Arizona, Tucson.
“Our immediate reaction then
was, ‘Gosh, that looks like
frozen ice.’ But we quickly
realized it had to be lava.”

“It can’t be lava,” says vol-
canologist John Murray of
the Open University in Mil-
ton Keynes, U.K. He and his
teammates running the High
Resolution Stereo Camera
(HRSC) onboard the Euro-
pean Space Agency’s Mars
Express orbiter reported at
the First Mars Express Sci-
ence Conference last week
that the “lava” is actually an
ice floe–covered sea frozen
in place. That would make
the Elysium Plains a fetching
place to land and look for microfossils of
martian life, Murray notes.

Everyone agrees that both water and lava
have gushed from the ground in the vicinity
of Elysium (Science, 30 November 2001, 
p. 1820). McEwen and others had traced lava

and water flows back to the great ground
cracks of the 1000-kilometer-long Cerberus
Fossae. Apparently, rising magma inter-
sected subterranean water and drove it
through the cracks to the surface, carrying

with it any debris of life past or present. Mur-
ray and his colleagues now see signs that
about 5 million years ago such a gusher did
not just seep into the ground but pooled to a
depth of 45 meters over an area about 850
kilometers across. Once its surface froze,

they say, the waters moved again, breaking
the ice into floes now locked into a frozen sea
that has become buried under a protective
layer of volcanic ash and sediment.

In a paper to be published 17 March in
Nature, Murray and his colleagues
will detail the ice signs they see in
the images, which are among the
first European data returned from
another planetary body. A pivotal
claim is that the level of the puta-
tive sea has dropped since its sur-
face froze. Mapping elevations
using HRSC stereo imaging as
well as laser altimetry from Mars
Global Surveyor, they find that
flood material inside as well as
outside some craters has sunk
about 15 meters below the crater
rim. Floodwaters could have
seeped or sublimated away, says
Murray, but lava could not. In
addition, “the edge [of the flow]
ties in well with a sea rather than
lava,” says Murray. Where HRSC
has looked, he sees a beach swept
by turbulent flows, a high-water
mark, and the final sunken level

with pack ice at the bottom.
American Mars geologists, who have

dominated the f ield by dint of returning
almost all the previous data from Mars, aren’t
persuaded. “I think it’s unlikely they’re right,”
says Michael Carr, planetary geologist

Ice or Lava Sea on Mars? A Transatlantic Debate Erupts
P L A N E TA RY  S C I E N C E

NIH Scientists Raise Fuss About Scope of New Rules
Scientists at the National Institutes of Health
(NIH) are rallying to challenge strict new
ethics rules that many feel go much too far. 
A group of intramural leaders met with NIH
Director Elias Zerhouni last week to air their
concerns. Meanwhile, NIH officials say they
have cleared many of those on a list of scien-
tists who apparently had failed to report ties to
drug companies.

The new ethics rules, imposed last month,
came in response to revelations in the press
and in Congress that some NIH scientists
have had lucrative consulting deals that
weren’t always publicly disclosed or even
reported to NIH. In addition to barring all
consulting for industry and nonprofit health-
related organizations, the regulations prohibit
senior staff members and their families from
owning stock in drug and biotech companies.
Everyone else can own no more than $15,000
in holdings from any one company (Science,
11 February, p. 824).

The rules have outraged NIH scientists.
Among their worries are their own stock
portfolios and how the rules might affect the
recruitment of fellows, who spend only a
few years at NIH. Last week, a newly
elected, 18-member executive committee of
the Assembly of Scientists—a revival of a
defunct body—shared their views with 
Zerhouni. He “clearly understand how diffi-
cult some of these issues are,” says commit-
tee member Cynthia Dunbar of the National
Heart, Lung, and Blood Institute. NIH offi-
cials were sympathetic to recommendations
to craft exemptions for fellows and to
extend the 150-day deadline for divesting
stock, she says. But Zerhouni advised them
to send their concerns to the Department of
Health and Human Services, which devel-
oped the rule along with the Office of Gov-
ernment Ethics.

Dunbar says the Assembly of Scientists
is now working on a set of proposals more

in line with the recommendations of a
blue-ribbon panel last year that urged 
Zerhouni to ban consulting by senior lead-
ers but allow limited consulting by others 
(Science, 14 May 2004, p. 936). Other sci-
entists are weighing a legal challenge to
the stock ban, says Abner Notkins of the
National Institute of Dental and Cranio-
facial Research.

Meanwhile, NIH clarified a press report
regarding the status of about 100 scientists
accused by a congressional committee of not
telling NIH about their consulting activities.
The committee compiled its list from infor-
mation supplied by drug companies. As many
as 80% of those on the list have been exoner-
ated, according to a 23 February story in The
Washington Post. But NIH Deputy Director
Raynard Kington says only about half have
been cleared, and investigations of the rest are
still under way.

–JOCELYN KAISER
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Sea ice or lava sea? No doubt parts of Mars look like a frozen sea off Antarc-
tica, but looks can be deceiving, say many U.S. planetary scientists.
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emeritus at the U.S. Geological Survey
(USGS) in Menlo Park, California. McEwen
and many others feel more strongly than Carr
that they were right the first time. “We’ve
been studying these lavas for 7 years,”
McEwen says. “Put aerial photos of Iceland
[lava flows] side by side with Mars, and you
can’t tell the difference.”

Martian lavas could look so much like sea
ice because similar processes shape both. But
on Mars, McEwen sees—among other vol-
canic features—small edifices that disgorged
the lavas and steep-sided levees at the flow

edges like the ones lavas form on Earth.
“What we’re talking about is a sea of lava,”
says planetary volcanologist Laszlo Keszthe-
lyi of USGS in Flagstaff, Arizona. The appar-
ently sunken lava may just be the result of lava
withdrawing beneath a solid crust, he says.

Resolution of the matter will likely
require targeting the exact areas HRSC
imaged with the camera and ground-pene-
trating radar on Mars Reconnaissance
Orbiter, due for launch this August. Until
then, water or rock may remain in the eye of
the beholder. –RICHARD A. KERR
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Stem Cell Center Gets Head
Neurobiologist Zach Hall, medical
research dean at the University of South-
ern California in Los Angeles, has been
named interim
president of the
new California
Institute for Regen-
erative Medicine
(CIRM), the state
agency set up by
Proposition 71 to
administer stem
cell research. He
was endorsed by
the institute’s
board at a 1 March
meeting held at Stanford University.

Hall, 67, seems to fill the bill admirably
as a researcher, biotech entrepreneur, and
former director of the National Institute of
Neurological Disorders and Stroke at the
National Institutes of Health. Hall is also
relatively immune from conflict-of-inter-
est charges because his work on cell sur-
face receptors doesn’t involve stem cells.A
headhunting firm has been tapped to find
a permanent director for CIRM by June.

–CONSTANCE HOLDEN

New Buoys May 
Buoy Research
Ocean researchers hope the expanded
U.S. tsunami warning system could offer
new opportunities for basic science.

A shortfall in ship support from the
National Science Foundation (NSF) is put-
ting the squeeze on researchers. “The
number of field programs at sea that NSF
can actually support is going down,” says
Lynne Talley, a physical oceanographer
with the Scripps Institution of 
Oceanography in La Jolla, California.

But marine scientists might find room
aboard ships being deployed for the
tsunami initiative. Managers from various
seafaring government agencies met this
week at the headquarters of the National
Oceanic and Atmospheric Administration
(NOAA) to discuss plans for, among other
things, expanding the number of wave-
detection buoys in its Pacific tsunami
warning system from six to 24, plus a
handful more in the Atlantic and
Caribbean (Science, 21 January, p. 331).
“Any other science mission we can do
while we’re out there we’ll try to accom-
modate,” a NOAA spokesperson says.
Such missions could include bottom-
mapping efforts and marine biology.

–ELI KINTISCH

PARIS—Scientists at the Pasteur Institute here
were elated last week after a report by British
mediator John Skehel scuttled a controversial
plan to move part of the lab to a commercial
site outside Paris. But decisions about the
Pasteur’s future accommodation—and the
fate of its embattled director, Philippe Kouril-
sky—are on hold until the election of a new
board of directors in the next few weeks.

Loath to leave their historic campus in the
heart of the city—the site of Louis Pasteur’s
original lab and now his resting place—the
staff vehemently opposed
moving several units to a
building donated by Pfizer in
the suburb of Fresnes. Kouril-
sky said the move was neces-
sary to renovate key buildings
on the Paris campus. Seeking
to help resolve the crisis, Pas-
teur’s board of directors
resigned en masse on 12 Janu-
ary (Science, 21 January, 
p. 333).

But Skehel, director of the
Medical Research Council’s
National Institute for Medical
Research (NIMR) in London,
has concluded that the build-
ing posing the biggest renova-
tion problem, called Daclaux,
can be upgraded in two stages,
each taking about 6 months.
Uprooted staff could be temporarily relocated
to Biotop, an on-campus building that’s now
home to biotech start-ups. Biotop residents, in
turn, should be offered temporary housing in a
Paris science park, Skehel and NIMR assistant
director John Wills conclude in their report.

The directors of Pasteur’s 12 scientific
departments, to whom Skehel presented his
conclusions on 17 February, are generally
“very pleased,” says Brigitte Gicquel, director
of the Microbial Pathogenesis department.
“The recommendations are very precise, very
clear, and they are feasible,” she says.

Some scientists say Kourilsky, already
under fire for his abrasive management style,
may have to step down. A Pasteur spokes-
person says Kourilsky will not comment, but
a short statement issued on his behalf says a
study group would be formed soon to analyze
the report and its consequences. Gicquel says
it seems inconceivable that the recommenda-
tions would not be heeded. For the moment,
however, all decisions are on hold until Pas-
teur’s 100-strong General Meeting—made up
of staff and outsiders—elects 16 new members

to the 20-member
board of directors on
15 March. 

If the move to the
17,000-square-meter
complex in Fresnes is
abandoned, it’s not
clear how the building
would be used. One
option would be to
rent it, a spokesperson
says. Complicating
matters further, the
French government
has recently floated
yet another plan: to
lure the entire Pasteur
Institute to Palaiseau,
22 kilometers south-
west of Paris. There, it
would become part of

a “Competitivity Pole”—regional centers of
scientific expertise and innovation being pro-
moted by the government—along with the
prestigious École Polytechnique and other
institutions.

This choice may be less controversial than
Fresnes because the location is easier to
reach, has more scientif ic prestige, and
would not split the campus in two, notes Pas-
teur’s Patrick Grimont. Although, as a private
institution, Pasteur could not be forced to
move, the spokesperson says the option is
“being considered.” –MARTIN ENSERINK

Report Puts Pasteur Move on Hold
F R E N C H  S C I E N C E

Under fire. Philippe Kourilsky’s abra-
sive style has angered Pasteur staff.
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It could be the result of an embarrassing lab
escape or a vaccine study gone awry; it could
even be the smoking gun from a secret
biowarfare program.

But then, it could be nothing at all.
For 4 months now, a series of strange

influenza sequences has been sitting in 
GenBank, the U.S. National Institutes of
Health’s DNA database, that seems to suggest
that pigs in South Korea have become
infected with a flu strain used for research in
labs around the world but not known to occur
in nature. The World Health Organization
(WHO) in Geneva has dismissed the snippets
as the result of a lab error. But the Korean sci-
entist who posted them insists they are real—
and troubling—and he is hoping that two
renowned flu labs will prove him right.

Meanwhile, speculation about the case has
been fueled relentlessly on the Internet by an
outsider to the influenza world. Henry
Niman, the president of a Pittsburgh, Pennsyl-
vania–based company called Recombi-
nomics and the operator of a mailing list
about flu, believes that the virus, called
WSN/33, poses a grave danger to human
health. Recently, his views
have begun to draw atten-
tion—much to the chagrin of
those scientists who think the
whole story is nonsense.

The bizarre case started on
24 October when Sang Heui
Seo, a researcher at Chung-
nam National University in
Daejeon, deposited in 
GenBank partial RNA
sequences from a series of
viruses isolated from pigs.
Niman, a molecular biologist
and former Harvard surgery
instructor with an intense
interest in virus evolution, dis-
covered them soon after they
were made public in late
November. He noticed that six
of the viruses appeared to be
hybrids; in addition to genes
from H9N2, an avian flu virus
that previously circulated in Korean pigs, they
had between three and seven genes with
WSN/33-like sequences. 

WSN/33 was produced in 1940 by
infecting mice with the first human flu virus
ever isolated, in London in 1933. It’s a mys-
tery how it got into the pigs, says Niman,
who proffers scenarios ranging from a lab
accident to illicit experiments to create a
deadly flu strain for biowarfare—neighbor-
ing North Korea comes to mind, he says.
Niman believes the spread of the virus

should be thoroughly investigated, because
WSN/33, which infects mice’s brains, is dis-
tantly related to the 1918 pandemic virus,
and if it infects pigs, it may infect humans as
well. That’s why he immediately alerted
WHO in December.

But WHO is unimpressed. The agency
discussed Niman’s claims by e-mail with its
flu advisers in December, says Klaus Stöhr,
WHO’s global influenza coordinator. They
quickly concluded that the results were lab
contamination. Such mix-ups can happen
easily when researchers use the polymerase
chain reaction to amplify bits of genetic
material, says Robert Webster of St. Jude
Children’s Research Hospital in Memphis,
Tennessee, one of Stöhr’s advisers. Conta-
mination was likely, says Webster, because
Seo had previously received WSN/33 from
Webster’s own lab. (Seo also worked at
Webster’s lab between 1999 and 2002, and
the two published seven papers together.)

But in an interview, Seo
denied ever having received
the WSN/33 from Memphis
or anywhere else. What’s

more, “I have many scientific data that can
rebut WSN contamination,” he wrote in a
follow-up e-mail. But he declined further
comment until his results are published. Seo
says Science rejected his paper describing
the discovery of WSN in pigs but may
reconsider the manuscript if the findings are
backed up by a well-established flu lab. 

Seo hopes that Malik Peiris at the Uni-
versity of Hong Kong and Yoshi Kawaoka at
the University of Wisconsin, Madison, who
both have samples from Korea, can confirm

WSN’s presence. Both Peiris and Kawaoka
declined to comment for this story, but
Stöhr says the results from the Kawaoka lab
will be out soon. The Korean National Vet-
erinary and Quarantine Services also told
Science it has been unable to replicate the
findings, despite testing hundreds of pigs.

Molecular biologist and flu expert Ron
Fouchier of Erasmus University Medical Cen-
ter in Rotterdam, the Netherlands, says the
sequences definitely contain WSN’s genetic
signature. But he says the fact that the six con-
troversial isolates have varying numbers of
WSN fragments points to lab contamination:
“If this was an endemic pig virus, I’d expect all
viruses to have the same WSN gene segments.” 

Even if WSN were circulating in
Korean pigs, Stöhr says, that wouldn’t spell
disaster. There’s no evidence that WSN is
still dangerous to humans, he says; indeed,
Fouchier adds, many labs use it without
taking special safety precautions.

Determined to
draw attention to the
case, Niman, who has
also criticized WHO
extensively for its
handling of the severe
acute respiratory syn-
drome and avian
influenza outbreaks,
has posted more than
50 messages about
the case on his site

since December, with some
success: Infectious-disease
specialist Laurie Garrett of the
Foreign Relations Council in
New York City wrote about the
case in an online article on 
16 February—although she
dismissed it as a “scary near-
miss”—and last week, Nature
reported Niman’s claims.

That attention irks Stöhr,
who points out that Niman
has not published in the sci-
entific literature since 1996
and is not a flu expert. WHO

will not issue an official statement about the
case, he says: “We’re not going to bother 6.5
billion people with something that’s of no
public health importance.” Webster, too,
says any publicity is too much: “It’s so easy
these days for somebody with a Web site to
create a lot of panic.” 

Being an expert doesn’t always mean
being right, counters Niman, who adds that
when the truth comes out, “WHO and Web-
ster will look very ridiculous.”

–MARTIN ENSERINK

Experts Dismiss Pig Flu Scare as Nonsense
I N F E C T I O U S  D I S E A S E S

Agitator. Henry Niman (top) is worried that pigs on Korean farms (shown here
being sanitized for foot-and-mouth disease) may harbor a strange flu virus, posing
a threat to human health.
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OTTAWA—Research no longer carries the
political cachet it once did. That’s the message
Canadian science policy makers are taking
from a new budget put forward last week. The
Liberal Party’s promise to double Canada’s
research effort by 2010 and put science at the
top of its agenda has been undermined by dis-
appointingly small increases for the country’s
three granting councils. The result, say the
council chairs, is likely to be fewer grants,
smaller awards, and less support for training
the next generation of scientists.

“The problem is that the [political] winds
are different,” says Marc Renaud, head of the
Social Sciences and Humanities Research
Council (SSHRC). “Support for science and
technology is not as strong as it used to be.”

The minority government’s blueprint for
the fiscal year that begins on 1 April provides
a little for everyone, although Prime Minister
Paul Martin reserved the biggest increases
for retooling the military and cutting taxes in
an apparently successful bid to win over the
opposition Conservative Party. Genome
Canada gets $132 million over 2 years pend-
ing an assessment of long-term national
genomics needs. The nonprofit agency had
been due to expire this year after spending
$300 million supporting genomics research
of interest to industries such as agriculture,
health, forestry, and f isheries (Science,
10 March 2000, p. 1732). Universities get a
6% boost in payments for indirect costs asso-

ciated with research (Science, 27 October
2000, p. 687). And the government has
reserved $24 million over 10 years for the
new Canadian Academy of Sciences, once it
becomes operational (Science, 22 October
2004, p. 589). The budget also provided 
$178 million over 5 years for the Vancouver-
based TRI University Meson Facility 
(TRIUMF).

But Natural Sciences and Engineering
Research Council president Thomas Brzus-
towski lamented his failure to obtain a

larger increase. “I thought I made a good
case” for a $64 million boost, he says;
instead, the council received an increase of
$18 million, or 3.3%, to its $522 million
budget. That means Brzustowski will spend

an unhappy last few months in
office before retiring in July, try-
ing to reconcile rising demand
with few additional resources.

For SSHRC, Renaud says a 5%
boost translates into a declining
success rate for applicants. And
Alan Bernstein, president of the
Canadian Institutes of Health
Research, says that a one-time,
5% hike could jeopardize a
planned expansion of clinical tri-
als and an initiative in regenerative
medicine. “It’s hard to be strategic
when you get these increases 
1 year at a time,” he says.

TRIUMF also received 
$44 million less than requested.
The gap, says Director Alan Shot-
ter of the University of Alberta,
means that TRIUMF won’t be able
to send Canadian scientists to inter-

national facilities such as CERN, Europe’s
high-energy particle physics lab near Geneva,
although it will continue to host visiting scien-
tists. Still, the government’s continued invest-
ment in the lab was welcome news to foreign
collaborators. “That facility is going to make
significant contributions to science,” says 
C. Konrad Gelbke, director of the National
Superconducting Cyclotron Laboratory at
Michigan State University in East Lansing.

–WAYNE KONDRO

Wayne Kondro is a freelance writer in Ottawa.

Grants Councils Say More Isn’t Nearly
Enough to Keep Science Healthy

C A N A D A
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Mixed news. Canada’s new budget contains upgrades to 
TRIUMF but not money to send scientists to CERN.

Getting the Mice out of ES Cell Cultures
Researchers in Wisconsin have come a step
closer to developing a culture for human
embryonic stem (ES) cells that is free of ani-
mal products—a recipe that is essential for
growing any cells that would be used for ther-
apy in humans.

Human ES cells are tricky to grow, and
many regard their culture more as an art than a
science. “In general, we don’t understand what
is going on here,” says stem cell researcher
Ronald McKay of the National Institute of
Neurological Disorders and Stroke in
Bethesda, Maryland. But scientists have found
that they need a combination of at least two 
animal-derived products: fetal bovine serum to
nourish the cells and a layer of fetal mouse
fibroblasts called feeder cells that inhibit dif-
ferentiation into a variety of cell types.

Because of that, there is a risk of contami-
nation from animal pathogens, a fact con-
firmed by a study published in the January

issue of Nature Medicine. Physician Ajit Varki
and colleagues at the University of California,
San Diego, identified a substance on the sur-
face of cultured human ES cells, N-glycolyl-
neuraminic acid, that is taken up from animal
products and that would probably cause them
to be rejected if transplanted into a patient.

To circumvent such problems, many
groups have been racing to develop stem cell
culture media free of animal products—
mouse feeder cells in particular—with some
unreplicated reports of success. Now, a group
led by developmental biologist Ren-He Xu of
the WiCell Research Institute at the Univer-
sity of Wisconsin has found that in high
doses, a synthetic human molecule known as
fibroblast growth factor 2 (FGF2) can do
what mouse feeder cells do: sustain stem cells
in an undifferentiated—or pluripotent—state.

Xu says his team, which includes James
Thomson, who first successfully derived

human ES cells, discovered a few years ago
that when the culture medium they normally
use is not conditioned by mouse cells, it pro-
motes stem cell differentiation, mimicking the
activity of bone morphogenetic protein
(BMP). That meant that there must be mole-
cules in the feeder cells that suppress BMP
activity. They have now determined that
FGF2, a protein routinely used in human ES
cell culture, will, if administered in high quan-
tities in combination with BMP antagonists,
inhibit BMP activity, preserving the cells in
the undifferentiated state. The report appears
in the March issue of Nature Methods.

Although Varki says the Wisconsin study
is “a major step forward,” he and others point
to several issues that remain to be resolved—
including finding ways to remove bovine
serum, which also appears to be a major
source of contamination. 

–CONSTANCE HOLDEN

H U M A N  E M B RYO N I C  S T E M  C E L L S

C
RE

D
IT

:M
.H

A
PK

E/
TR

IU
M

F

Zinio
page=1393

http://www.sciencemag.org


www.sciencemag.org SCIENCE VOL 307 4 MARCH 2005 1395

BOSTON—It’s the gut, stupid. 
That was one of the clearest take-home

messages from the 12th Conference on Retro-
viruses and Opportunistic Infections, where
3900 researchers from 72 countries con-
verged 22 to 25 February to discuss some of
the most fundamental questions riddling the
field. New insights emerged about everything
from the forces behind Uganda’s celebrated
drop in HIV prevalence to the amount of ben-
efit that anti-HIV drugs have provided. And
on the basic research front, immunologist
Daniel Douek of the Vaccine Research Center
at the U.S. National Institutes of Health in
Bethesda, Maryland, tied together new data
with underappreciated older work that illumi-
nate the guts of HIV pathogenesis.

Despite 20 years of research into HIV,
debates still rage about the path from infection
to immunological mayhem. There is abundant
evidence that HIV preferentially infects and
decimates CD4 white blood cells, and some
researchers have long argued that direct killing
alone causes the profound CD4 loss that is the
hallmark of AIDS. That prompted David Ho,
chair of this year’s meeting, to once wear a but-
ton saying, “It’s the virus, stupid.” Another
camp contends that HIV infects a relatively
small number of CD4 cells and indirectly
causes the massive death of uninfected “inno-
cent bystanders” by activating them, a process
that leads to their premature death. 

Daniel Douek indicted
both direct and indirect killing,
with the infection of CD4 cells
in the gut playing an especially
sinister role. Building on pre-
vious work done in monkeys
by Ronald Veazey and Andrew
Lackner of the Tulane National
Primate Research Center,
Douek charted how HIV
blazes through CD4 cells,
starting in the gut and then
moving into lymph nodes and
the blood. Regardless of the
route of transmission, at infec-
tion, HIV selects CD4s that
also have surface receptors
known as CCR5. The vast majority of
CD4+/CCR5+ cells reside in the gut. Douek
showed a startling photograph taken during
colonoscopies. Whereas an uninfected per-
son’s ileum had mountains of lymphoid tissue
that contained CD4+/CCR5+ cells, the land-
scape of the ileum of a person recently
infected by HIV was scraped clean. “You have
absolutely no lymphoid tissue at all—it’s com-
pletely wiped out,” noted Douek, who showed
evidence that direct killing caused this loss. 

As the disease progresses to a chronic

infection, said Douek, indirect killing explains
much of the CD4 loss. Douek focused on
lymph nodes, which repopulate the body with
new CD4s. He proposed that when HIV
destroys gut immunity, other pathogens flour-
ish, which, in turn, overactivates the lymph
production of CD4s, many of which will soon
die even though they are uninfected. 

Just as the inflammation caused by hepati-
tis destroys the liver, chronic inflammation of
lymph nodes—which Douek dubbed “immu-
nitis”—destroys their architecture, leading to
massive buildup of collagen, causing fibrosis.
And his lab, working with a group headed by
Timothy Schacker of the University of Min-
nesota, Twin Cities, indeed showed that the
greater the amount of collagen in lymph nodes,
the less able infected people were to respond to
anti-HIV drugs. Douek says lymph node biop-
sies thus may help clarify differences in peo-
ple’s responses to treatment, and he suggests
that antifibrotic agents like the cancer drug
Gleevec might help HIV-infected people.

The most important ramifications of this
improved understanding of how HIV causes
disease could be in vaccine research, said
Douek. A vaccine that triggers immune
responses in the gut may best thwart the initial
infection. Similarly, measuring gut immunity
after vaccination—no easy feat—may also
guide researchers to specific responses that
correlate with protection. 

Douek’s presentation received rave
reviews. “It made it worth my coming here,”
said Steven Deeks, a leading AIDS clinician
at the University of California, San Francisco.
“It’s the best talk I heard,” agreed AIDS vac-
cine researcher Ronald Desrosiers, who
heads Harvard’s primate research center. 

Another highlight of the meeting was an
epidemiologic study from Uganda. Maria
Wawer of the Columbia University Mailman
School of Public Health in New York City has
led a study of HIV’s spread in Uganda’s Rakai

district, conducting annual surveys of 10,000
people over the past 15 years. Uganda has
been praised for its sharp declines in HIV
prevalence, which some—including the Bush
Administration—have attributed to increases
in abstinence and monogamy. Wawer’s new
data challenge those assumptions, indicating
that, at least in Rakai, drops in prevalence
were due to deaths from HIV outnumbering
new infections and an increase in condom
use. Wawer noted that Uganda now has a
shortage of condoms. 

Kevin DeCock, an epidemiologist who
heads the U.S. Centers for Disease Control
and Prevention’s efforts in Kenya, cautioned
against pitting one prevention strategy against
another and contended that one of the most

effective approaches is often over-
looked: HIV diagnosis, an oppor-
tune time to encourage people to
reduce risky behaviors. 

Diagnosis also frequently
leads people to anti-HIV therapy,
providing dramatic benefits that
Rochelle Walensky, an infectious-
disease specialist at Massachu-
setts General Hospital in Boston,
has attempted to quantify.
According to a mathematical
model developed by Walensky,
Kenneth Freedberg, and col-
leagues, anti-HIV drugs in the
United States alone have saved
over 2 million years of life. The

model further shows that if a person starts
potent treatment with an average of 87 CD4
cells—a state of destruction that typically
occurs after about 11 years of untreated HIV
infection—drugs available today will extend
life by nearly 15 years. This “far exceeds the
gains realized by many other disease inter-
ventions,” including treatment for breast can-
cer and lymphoma, she said. Now the chal-
lenge is to get the drugs to the more than 
4 million people who most need them but
still have no access. –JON COHEN

Gut Assumes Sinister New Role in HIV Pathogenesis
R E T R O V I R U S  M E E T I N G

Before and after. An uninfected person’s ileum contains mounds of protective
immune cells (left); these are stripped bare after HIV infection.

Off message. New data ascribe Uganda’s AIDS
“success” to condom use rather than the absti-
nence and faithfulness promoted on this Kam-
pala billboard.
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Patricia Kiley is wondering whether to hop on
the bandwagon.

As a young microbiologist at the University
of Wisconsin, Madison, Kiley is making a name
for herself studying some of the most basic life
processes—for instance, how bacteria sense
changing oxygen levels in their environment.
But lately, she has felt the oxygen being sucked
out of her own field, as funding has become
increasingly scarce. Her dilemma: Should she
trade her model organism, Escherichia coli, for
a bioterrorism agent, to get a shot at the current
U.S. biodefense bonanza? Scientifically speak-
ing, switching would be “stupid,” Kiley says;
progress is much easier in E. coli, a well-known
lab workhorse. But she worries that she may
have little choice.

Kiley is not the only one who’s concerned.
More than 750 U.S. microbiologists—includ-
ing the president-elect of the American Society
for Microbiology in Washington, D.C., Stanley
Maloy of San Diego State University, and seven
past ASM presidents—sent an open letter to
National Institutes of Health (NIH) Director
Elias Zerhouni this week, complaining that the
current spending spree in biodefense is threat-
ening the very foundation of microbiology.
While budgets have skyrocketed for exotic
agents such as plague, anthrax, and
tularemia—each of them negligible as human
health threats—research on widespread and
perhaps mundane pathogens is falling by the
wayside, the letter says, as is work with tradi-
tional model organisms such as Kiley’s E. coli.

The letter by S. Altman et al., published in
this issue, has circulated among more than 1100
reviewers for, and beneficiaries of, two NIH
study sections for microbiology, and it has
become a hot topic in recent weeks.
“Researchers should never whine about a lack of
funding for their research,” says David Walker of
the University of Texas Medical Branch in
Galveston, who did not sign it. “Biodefense is
what Congress wants us to do,” adds Walker,
whose university has thrived thanks to the new
money. Walker also notes that the main organizer
of the letter, molecular biologist Richard Ebright
of Rutgers University in Piscataway, New Jersey,
has an agenda that goes beyond advocating for
microbiology; Ebright has been an outspoken
critic of the biodefense buildup, arguing that it is
creating new risks  (see sidebar, p. 1397).

NIH officials, meanwhile, say the num-
bers cited in the letter are misleading. Biode-
fense research spending—some $1.7 billion
this year in NIH funding alone, almost
entirely at the National Institute of Allergy
and Infectious Diseases (NIAID)—has come
on top of existing budgets, says NIAID
Director Anthony Fauci, and nonbiodefense
microbiology has fared no worse than NIH-

supported research in general. “I wish those
who signed it would take a careful look at the
data,” says Fauci. Moreover, studying biode-
fense agents is yielding valuable insights that
will help fight other, more prominent dis-
eases as well, Fauci says.

Even among those who did sign, opinions
vary widely. Whereas some believe that the
massive biodefense effort is unnecessary or
even dangerous, others agree that it can help
the fight against infectious disease—they just
think the balance is skewed.

Windfall for science
Just how much money would go to biodefense
was decided in the frantic months that followed
9/11 and the anthrax letters in 2001. Among
several other measures aimed at protecting the
nation from bioterrorism, the Bush Adminis-
tration decided to radically ramp up research
on biodefense. NIAID staff added up rough
costs for new labs, put together a strategic plan,
and persuaded the White House to propose
$1.5 billion in new money for biodefense
research and labs in NIH’s 2003 budget. 

Congress agreed, and NIAID’s overall
budget rose 47% in 1 year, leaving it with a
portfolio divided evenly among AIDS, bio-
defense, and other infectious diseases.
Although the new money helped complete a
plan to double the NIH budget over 5 years,
many institutes other than NIAID saw their
budgets rise only about 85% to 90%.

Fauci takes pride in having made sure the
research money landed at his institute. If two
other contenders—the Department of Home-
land Security, formed in 2002, and the Penta-
gon—had gotten their hands on the money, it
would have been directed toward more con-
crete countermeasures, such as vaccines, drugs,
and diagnostics, he says—giving the research
community much more to grumble about.

In a vigorous defense of the program dur-
ing an interview last week, Fauci said he was
able to strike a “deal” with the Administration
that allows NIAID to spend about one-third
of the money on basic research and so-called
emerging infectious diseases. That includes
components such as a genomics initiative and
an $85 million, 5-year program on innate
immunity that “is totally non–organism 
specific,” Fauci says. C
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The 9/11 terrorist attacks and the anthrax letters triggered a vast program to protect the U.S. from bioterrorism.
Three years later, some scientists complain that it is hurting basic microbiology—and ultimately, public health

Has Biodefense Gone Overboard?

News Focus
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A large chunk of the money has gone to
building 14 new biosafety level 3 and BSL-4
labs that can handle the most dangerous
pathogens—a source of much debate in local
communities. Fauci points out that these labs
can also be used to study emerging diseases
such as avian flu or severe acute respiratory syn-
drome. Broader than the Category A, B, and C
list of biodefense pathogens of the Centers for
Disease Control and Prevention, the NIH list
includes agents such as dengue, influenza, West
Nile virus, and drug-resistant tuberculosis.

Besides, Fauci contends, even work on a
potential bioterrorism agent can have broad
applications—for instance, in the February
issue of the Journal of Clinical Investigation,
researchers report that mice can be partially
protected from a poxvirus infection by a drug
that targets a cell-signaling pathway needed by
the virus, findings that could yield a new
approach for antiviral drugs. 

Dueling data
The current brouhaha hinges on two different
analyses: one, by the letter writers, that sug-
gests a steady erosion in funding for micro-
biology, and one from NIAID that purports to
show that such support hasn’t changed.

Ebright and his colleagues have several
gripes. One is that many of the biodefense
grants were initially awarded through special
competitions with pots of money set aside

specifically for a handful of high-priority Cate-
gory A or B agents. Unlike investigator-
initiated grants, which are assigned to NIH-
wide review panels by topic and receive funding
only if they meet a certain quality level, the
“requests for applications” are reviewed by pan-
els created just for that competition, and propos-
als that fall below the usual quality standard may
still receive funding. So, like other targeted
research, these grants can be easier to get.

The letter asserts that this funding strategy
resulted in a steep decline in awards funded by

the two main NIH study sections evaluating
nonbiodefense, basic microbiology grants:
Microbial Physiology and Genetics, and Bac-
teriology and Mycology. These two sections
constitute the bulk of funding for basic micro-
biology, says Ebright, and are supported
mostly by NIAID and the National Institute of
General Medical Sciences (NIGMS). Ebright
and his colleagues contend that in these two
sections, the number of awards has fallen
from 1117 between 1996 and 2000 to 746
since then, a drop of 33%. (The numbers
come from CRISP, NIH’s grants database.) In
the same period, the number of grants for six
bacterial diseases that are on the priority
bioweapons list but are extremely rare in
humans—tularemia, anthrax, plague, glan-
ders, melioidosis, and brucellosis—shot up
from 33 to 497. (The letter does not address
viruses, but the developments in virology are
similar, says Ebright.)

Data on success rates (the fraction of appli-
cations funded) provided by NIAID support the
critics’contention that it has been harder to get
grants for nonbiodefense work than for biode-
fense work (see table on p. 1396), although pro-
jections for 2006 suggest that the difference
will disappear as biodefense funds get shunted
from new grants into paying for existing grants
and contracts.

Not only is less money going to research on
bacteria that cause thousands of infections each
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Enough for everyone. NIAID’s Anthony Fauci,
whose budget rose by 47% after 9/11, says bio-
defense hasn’t come at the expense of other fields.

Microbiologist on a Mission
The scientist who persuaded hundreds of his colleagues to sign a let-
ter criticizing U.S. spending on biodefense research is not only wor-
ried about its impact on basic microbiology (see main text). Richard
H. Ebright is also passionately opposed to the proposed expansion of
biodefense labs. It might seem like a pacifist’s argument, but far from
it; as one former labmate puts it, Ebright is “complicated.”

Ebright, 45, spent 6 years as an undergraduate and graduate student
in the laboratory of Harvard geneticist Jon Beckwith, a left-leaning social
activist on everything from the Vietnam  War to genetic discrimination.
As an outspoken conservative,Ebright “was unusual in my lab,”says Beck-
with; “we would get into lots of debates.” Ebright held his own and also
excelled academically, publishing his first paper in the Proceedings of the
National Academy of Sciences while still in college. He is now a Howard
Hughes Medical Institute investigator at Rutgers University in Piscataway,
New Jersey, where he studies the initiation of DNA transcription.

Since 9/11 and the anthrax letters, Ebright, like his former adviser, has
taken on a cause.When the National Institutes of Health proposed a mas-
sive new biodefense program, Ebright began to worry that vastly increas-
ing the number of labs and people working on bioterror agents would only
raise the risks that a pathogen would accidentally escape or be deliberately
released by a “disturbed,disgruntled,or adversarial”scientist,he says.As he
argued in a letter to Nature he co-authored in January 2002,a better strat-
egy would be to expand research on related, less pathogenic agents,while
limiting work on bioterrorism agents to a few strictly controlled labs. It’s a
view shared by “most policy experts on bioweapons outside the govern-
ment,”he contends.It also makes for some strange bedfellows:Ebright,still
a registered Republican, shares information with Edward Hammond, a lib-

eral Democrat and U.S. leader of the Sunshine Project, a weapons watch-
dog that is tracking the biodefense buildup (Science, 6 August 2004,
p. 768). Hammond, who praises Ebright as “brave” for expressing what
many scientists believe but don’t say, calls it a “tactical alliance.”

Ebright’s views have often made him a lone voice amid the many
researchers who are benefiting from the biodefense boom. Some of
these scientists have now added their signatures to the open letter,
which the media-savvy Ebright sent to reporters at major newpapers
and journals. The signers share a concern about preserving basic
microbial science, even though they “have different views on other
aspects of biodefense,” Ebright says. –J.K.
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Speaking conservatively. Richard Ebright thinks the biodefense boom is
making the country less safe.
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year, the protesters say, but fundamental
research on model agents such as E. coli, Bacil-
lus subtilis, and Salmonella is also in decline.
Such basic work has led to vast advances in
knowledge, paving the way for new antibiotics,
says Stanley Falkow of Stanford University in
California, who also signed the letter. “It will be
very difficult to make the same basic discover-
ies working on the biothreat agents,” he says—
not just because researchers barely know them,
but also because studying them is restricted to
high-containment labs subject to strict and
cumbersome security measures.

But Fauci counters with a different set of
numbers. NIAID’s analysis of nonbiodefense
bacterial physiology grants since 2000—defined
more broadly, not limited to two study sections—
finds that the number of awards has been stable,
hovering between about 120 and 150 per year
since 2000. It’s possible that the number of
grants has fallen at NIGMS, Fauci says, but that

could reflect tighter budgets at that institute: “If
there wasn’t biodefense money, they [investiga-
tors] would be suffering anyway.” NIGMS pro-
gram director James Anderson says the institute
has not done an analysis of trends in microbiol-
ogy funding, which are also affected by review-
ers’own preferences; lately, they have preferred
mechanistic studies, for example. But if the
numbers of applications and awards have
dropped, “NIGMS is interested in the reasons.”

The letter urges NIH to add basic microbial
research to its biodefense program and to assess
proposals for biodefense side by side with basic
microbial research, which would give nonbiode-
fense researchers a better chance at competing.

An exaggerated risk?
The nitty-gritty of grant numbers aside, the
letter does raise a broader issue: Does biode-
fense deserve all this money? Apart from the
five anthrax deaths in 2001, there have been

no known bioterrorism deaths in the United
States. Natural deaths from many other biode-
fense agents—such as smallpox, tularemia,
and plague—are also low if not zero. Is it
worth spending billions of dollars on these
agents, when flu alone causes more than
30,000 deaths a year in the United States and
food poisoning some 5000? 

Countries other than the United States don’t
seem to think so. Although many European
nations have taken some basic precautions, for
instance, such as stocking up on smallpox vac-
cine, there isn’t anywhere near the funding ava-
lanche—nor the meetings, journals, and busi-
nesses—that have sprung up in the United States.

But Fauci says he’s seen intelligence that
convinces him that the threat is all too real.
Some researchers are worried too, even if
they’re not privy to secret information. “I’m
personally very concerned,” says virologist
Peter Palese of Mount Sinai School of Medi-
cine in New York City, who considers the threat
“underestimated.” If anything, he adds, more
money should be going to biodefense.

But Milton Leitenberg, an arms-control
expert at the University of Maryland, College
Park, couldn’t disagree more. No evidence sug-
gests that any terrorist organization is able to
produce an effective bioweapon, he says, and
some of the grim scenarios outlining a bioterror
attack appear primarily designed to scare peo-
ple. As an example, he cites Atlantic Storm, a
recent exercise in which politicians simulated
an international smallpox attack that takes
thousands of lives (Science, 28 January, p. 513)
Many of its premises—for instance, that an Al
Qaeda splinter group could produce a smallpox
powder in a “small brewery in Klagenfurt, Aus-
tria”—are wrong, Leitenberg says.

Abigail Salyers of the University of Illi-
nois, Urbana-Champaign, who presided over
ASM when the anthrax attacks occurred in
2001, also believes that much of the fear—
and much of the research—is unnecessary.
Public health officials know how to respond
to crises, she says; even in 1947, when a
smallpox case surfaced in New York City,
millions were vaccinated against the disease
almost without a wrinkle. The lesson: Deal-
ing with a bioterror attack isn’t rocket sci-
ence, she says, and a powerful public health
system and an effective communication
strategy are the best preparation.

Mark Wheelis, a biological arms-control
specialist at the University of California,
Davis, says he’s delighted to see the discus-
sions unfurl. A few people have been critical of
the biodefense boom, he notes, but by and
large, the three-and-a-half years since 9/11
have passed without an informed debate about
exactly what’s threatening the U.S. population
and how much should be invested to avert
those dangers. “This letter finally opens the
debate,” he says. “We should welcome it.”

–MARTIN ENSERINK AND JOCELYN KAISER C
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Everyone in Stan Vlasimsky’s family has an
alter ego in the animal kingdom. A dainty Boli-
vian orchid, Epidendrum lezlieae, is named for
his wife Lezlie. For daughter Claudia and son
Liam, there are frogs in Panama and Madagas-
car, respectively. Daughter Magdeline has a
Filipino butterfly carrying her name. And for
the newest addition, toddler Caiden, there is a
Peruvian lizard, Euspondylus caidenii.

Vlasimsky is not a rugged biologist trudg-
ing through remote forests or swamps and nam-
ing newly discovered species. The business
consultant was on a flight 5 years ago when he
read about BIOPAT (Patrons for Biodiversity),
a German nonprofit group offering naming
rights to new species in exchange for donations
to conservation science (Science, 21 January
2000, p. 421). “What a novel idea,” says
Vlasimsky, whose namesake, Eupholus vlasim-
skyi, is a belligerent-looking black
beetle. “It was a great way to support
not just the scientist’s research but
also the species. And at the end of the
day, it was a lasting gift.”

BIOPAT isn’t the only game in
town. This week the New York
City–based Wildlife Conservation
Society (WCS) held an online auc-
tion for the right to name a new
species of titi monkey—a rare find
from the jungles of Bolivia’s Madidi
National Park. “Bolivia is one of the
poorest countries in South America,
and it’s hard to raise money to pro-
tect these places,” says WCS prima-
tologist Robert Wallace, the mon-
key’s co-discoverer.

The WCS auction was, in part,
inspired by BIOPAT’s success. Born
to some controversy in December
1999—critics called for the group to
abandon its plan—BIOPAT has so
far facilitated more than 100 species
sponsorships and raised more than
$450,000 for research and conservation. The
cost of naming a species ranges from $3500 for
various insects to $13,000 for a hummingbird;
the more attractive or rare the species, the
higher the price. The proceeds are split between
the institution of the species’ discoverer and
field research projects in the country of the
species’ origin. BIOPAT-raised money, for
instance, has funded surveys of bat populations
in Sri Lanka, taxonomic training programs for

locals in Myanmar, and an inventory of Boli-
vian orchids in the Tariquia conservation area.

Potential BIOPAT customers surf an
online catalog of plants and creatures. About
40 species of slugs, bugs, flowers, frogs, and
others are currently available. Customers
can even request a species with specif ic
traits—a yellow orchid with violet stripes,
for example—and a call goes out to Ger-
many’s museums and institutions that are
members of BIOPAT. The customer also
works with scientists to craft an appropriate
species name and publish its description,
which brings official recognition.

“We can arrange virtually any sponsor-
ship,” says Claus Bätke, BIOPAT’s president
and an agrobiologist with German develop-
ment agency Deutsche Gesellschaft für Tech-
nische Zusammenarbeit. Most large

museums have drawers that have been stuffed
for decades with species waiting for a taxono-
mist to describe, classify, and name them,
Bätke explains. “We have several hundred
unnamed insects here,” adds Gerhard
Haszprunar, a professor of systematic zoology
at the University of Munich and director of the
State Zoological Collection in Munich, who
first came up with the naming idea. “We are
always happy to give BIOPAT new species.”

Most donors choose charismatic species—
orchids and frogs account for about 50% of
sponsorships. For example, BIOPAT enabled a
friend of Mikhail Gorbachev to sponsor Maxil-
laria gorbatchowii, a Bolivian orchid. Insects
and other arthropods seem to spark little inter-
est. An “ugly” spider from China has remained
unnamed for 2 years, says Bätke.

Corporations have gotten into the act. The
German food company Vitaquell named a
Columbian hummingbird Thalurania vitaque-
lli and plans to use it in ads for low-fat mar-
garine. BIOPAT will veto requests that it
deems inappropriate. One potential customer
tried to name a particularly unattractive insect
after his mother-in-law, and another wanted to
memorialize Nazi propaganda filmmaker Leni
Riefenstahl with an orchid.

Not every group selling species’ names is
as successful as BIOPAT. The Immortals Pro-
gram of the Australian Museum in Sydney,
which funds biodiversity research, has
attracted only eight donors since its launch in
the late 1990s, raising approximately $31,000.

BIOPAT itself got off to a rocky start, draw-
ing fire from the U.K.’s International Commis-
sion on Zoological Nomenclature (ICZN),
which suggested that “name selling would

spread to those whose intention is
simply their own financial gain”
(Science, 18 February 2000, 
p. 1203). ICZN added that such a
scheme could lead to fraudulent
species descriptions and muddy
the scientific naming system. No
such abuses have arisen, however.

Still, Neal Evenhuis, the
new president of ICZN, 
continues to share the con-
cerns that his predecessors

expressed. But he acknowl-
edges that selling and auction-

ing species names is a symptom
of how bad government funding
is for taxonomy. “It’s not as sexy
to find a species anymore as it is
to sequence its DNA,” Evenhuis
says. “BIOPAT are not the bad
guys. Raising $450,000 in this
fashion in 4 years is a tremen-

dous result in their effort to pro-
mote and further taxonomic
research and conservation.”

For Vlasimsky, the eponymous flowers,
frogs, lizards, and bugs instill in his family a
value for research and biodiversity. “My kids
know they each have an animal and that this is
important. They talk about this with their
friends,” he says. Conservation scientists also
hope that such personal links will spur donors
to make sure their namesakes survive.

–BIJAL P.TRIVEDI

Bijal P.Trivedi is a freelance writer in Washington,D.C.

What’s in a Species’ Name? 
More Than $450,000
The German group BIOPAT has successfully raised funds for taxonomy and conservation
science by selling the rights to name species

Conservat ion Sc ience

All in the family.A businessman paid for the rights
to name these plants and animals after his family.

The Vlasimsky Family

Epidendrum lezlieae

Plutodes 
magdelinae

Eupholus
vlasimskyi

Dendrobates
claudiae

Dendrobates
claudiae

Boophis liami
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Half a century after agreeing to help the
National Science Foundation (NSF) serve
up a banquet of polar research, the U.S.
Coast Guard is getting up and walking away
from the table. And NSF doesn’t know if it
can pay the bill.

NSF is responsible for U.S. science at the
poles, which includes three stations in Antarc-
tica and a growing presence in the Arctic. But
it can’t do its job without the Coast Guard’s
help in clearing the sea ice. That’s a perennial
need at McMurdo Station, the logistical hub
for U.S. activities on the Antarctic continent.
Although NSF pays for the fleet’s deploy-
ment—some $12 million last year—the
Coast Guard has shouldered the much greater
cost of building and maintaining two aging
heavy-duty icebreakers that focus on
McMurdo and a newer, less powerful
research icebreaker that spends most of its
time in the Arctic.

But that relationship seems headed for
the deep freeze. Last month the Bush
Administration told Congress in its pro-
posed 2006 budget submission that NSF
would henceforth be responsible for the
ships, two of which are desperately in need
of major repairs or replacement after 
30 years of ice-crunching. Officials at both
the Coast Guard and NSF say the policy shift
was presented as a fait accompli last fall dur-
ing budget negotiations.

The White House has tried to sweeten the
deal with a one-time transfer of $48 million to
NSF from the Coast Guard. But that’s less
than two-thirds of the $75 million the Coast
Guard estimates it will cost to maintain the
ships this year. And it’s little more than a down
payment on a possible $600 million tab to
retrofit the 30-year-old Polar Sea and Polar
Star—and even more to replace them. (The
Sea is now undergoing an extensive inspec-
tion to determine what repairs are needed, and
the Star is slated for the same major overhaul
after next winter.) Not surprisingly, NSF offi-
cials fear that the agency’s new duties could
eventually wreak havoc with its overall
budget, which shrank by 3.2% this year and
has little chance of growing significantly next
year. Three panels have been convened to
study the issue from all angles.

“We need to look at the whole system,
both short-term and long-term, and figure out
what makes the most sense,” says Karl Erb,

head of polar programs at NSF. But some
things—none of them good—are already
clear to Sridhar Anandakrishnan, a glaciolo-
gist at Pennsylvania State University, Univer-
sity Park, and past chair of NSF’s polar sci-
ence advisory committee. “It’s a huge crisis,”
he says. “And I don’t know how we can solve
it without additional funding from Congress.”  

The Administration says NSF should
foot the bill because the icebreaking fleet
mainly serves the academic scientific com-
munity. What’s more, enabling science is a
lower priority for the Coast Guard, now part
of the Department of Homeland Security,
than activities such as law enforcement,
search and rescue, and fostering economic
development. Accordingly, this year’s 2006
budget request concludes that “it is unlikely
that the Coast Guard could provide funding
in future years for refurbishment or replace-
ment of the icebreakers. That, in turn,
threatens the research programs that depend
on their services.”

Indeed, funding lies at the heart of the
problem. “We think that polar icebreaking is
important,” says Cmdr. Thomas Wojahn, ice
operations program manager for the Coast
Guard. “And we think we should continue to
operate the ships. But icebreaking needs to be
properly funded.” Wojahn notes that soaring
fuel bills, bigger repair bills, and recent
extreme ice conditions in the Antarctic have
boosted the cost of doing business without a
commensurate rise in funding.

The new arrangement gives NSF a
chance to break that vicious cycle, the White
House says. Once the Coast Guard transfers

responsibility for icebreaking, according to
budget documents, “NSF will have flexibil-
ity to pursue alternatives to current opera-
tions.” Those alternatives could include rent-
ing commercial or foreign icebreakers, as
NSF did this winter to replace the Polar Sea
(Science, 21 January, p. 338). A more radical
approach would be to offload fuel, supplies,
and other materials at a spot that remains
ice-free throughout the year and then haul
the material over land. But the savings in
annual icebreaking might be swamped by
the cost of building a new station and
extending NSF’s supply lines.

Anandakrishnan agrees that it makes
sense for NSF to ensure access to its research
assets. But he says nobody anticipated the

“perfect storm” that has built up in the past
few years. “We’ve known for a long time that
it would eventually come to the point where
the Coast Guard would say, ‘You want us to
do this? Then find the money!’ But NSF is
also in a bad way, financially.”

Although Congress could reverse the pol-
icy and block the transfer of funds, both the
Coast Guard and NSF are proceeding on the
assumption that it will take effect next year. A
joint working group is drawing up a new
agreement on how the three ships will be
operated and maintained over the next few
years, says Erb. At the same time, the National
Academies’ National Research Council is
beginning a study of how the country’s polar
icebreaking fleet should be deployed,
“including scenarios for continuing those
operations and alternative approaches.”
Although the $600,000 study will run until
the end of 2006, Congress has asked for an
interim report by September. Finally, Erb is
assembling an NSF task force to weigh the
agency’s long-term prospects for operating in
the polar regions. He hopes the panel will “at
least start to narrow down the options” in time
for NSF’s 2007 budget submission to the
White House in September.

–JEFFREY MERVIS

Shift in Icebreaking Fleet 
Could Crunch NSF Budget
Plowing a path to polar research stations is no longer a core mission of the U.S. Coast
Guard. But can the National Science Foundation afford to do the job?

U.S . Polar  Research

Cold welcome. The Polar Sea and Polar Star help an oil tanker reach McMurdo Station in Antarctica.
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In 1998, a young University of Michigan
mathematician named Thomas Hales solved
a nearly 4-century-old problem called the
Kepler conjecture. The task was to prove that
the standard grocery-store arrangement of
oranges is, in fact, the densest way to pack
spheres together. The editor of Annals of
Mathematics, one of the most prestigious
journals in mathematics, invited him to sub-
mit his proof to Annals. Neither of them was
prepared for what happened next.

Over a period of 4 years, a team of 12 ref-
erees wrestled with the lengthy paper and
eventually raised a white flag. They informed
the editor that they were only “99 percent”
certain that it was correct. In particular, they
could not vouch for the validity of the lengthy
computer calculations that were essential to
Hales’s proof. The editor took the unprece-
dented step of publishing the article with a
disclaimer that it could not be absolutely ver-
ified (Science, 7 March 2003, p. 1513).

It is a scenario that has repeated itself, with
variations, several times in recent years: A
high-prof ile problem is solved with an
extraordinarily long and difficult megaproof,
sometimes relying heavily on computer cal-
culation and often leaving a miasma of doubt
behind it. In 1976, the Four Color Theorem
started the trend, with a proof based on com-
puter calculations so lengthy that no human
could hope to follow them. The classification
of finite simple groups, a 10,000-page multi-
author project, was completed (sort of) in
1980 but had to be recompleted last year.
“We’ve arrived at a strange place in mathe-
matics,” says David Goldschmidt of the Insti-
tute for Defense Analyses in Alexandria, Vir-
ginia, one of the collaborators on the finite
simple group proof. “When is a proof really a
proof? There’s no absolute standard.” Gold-
schmidt thinks the traditional criterion—
review by a referee (or team of them)—
breaks down when a paper reaches hundreds
or thousands of pages.

The computer—which at first sight seems
to be part of the problem—may also be the
solution. In the past few months, software
packages called “proof assistants,” which go
through every step of a carefully written argu-
ment and check that it follows from the
axioms of mathematics, have served notice
that they are no longer toys. Last fall, Jeremy
Avigad, a professor of philosophy at Carnegie

Mellon University, used a computer assistant
called Isabelle to verify the Prime Number
Theorem, which (roughly speaking)
describes the probability that a randomly cho-
sen number in any interval is prime. And in
December, Georges Gonthier, a computer sci-
entist at Microsoft Research Cambridge,
announced a successful verification of the
proof of the Four Color Theorem, using a
proof assistant called Coq. “It’s finally getting
to the stage where you can do serious things
with these programs,” says Avigad.

Even Hales is getting into the action.
Over the past 2 years, he has taught himself
to use an assistant called HOL Light. In Jan-
uary, he became the first person to complete
a computer verification of the Jordan Curve

Theorem, f irst published in 1905, which
says that any closed curve drawn in the plane
without crossing itself separates the plane
into two pieces.

For Hales, the motivation is obvious: He
hopes, eventually, to vindicate his proof of the
Kepler conjecture. In fact, three graduate stu-
dents in Europe (not Hales’s own) are already

at work on separate parts of this
project, two using Isabelle and one
using Coq. Hales expects them to
finish in about 7 years.

But Hales thinks that computer
verif iers have implications far
beyond the Kepler conjecture.
“Suppose you could check a page a
day,” he says. “At that point it would
make sense to devote the resources
to put 100,000 pages of mathemat-
ics into one of these systems. Then
the mathematical landscape is
entirely changed.” At present, com-
puter assistants still take a lot of
time to puzzle through some facts
that even an advanced undergradu-
ate would know or be able to figure
out. With a large enough knowl-

edge base, that particular time sink could be
eliminated, and the programs might enable
mathematicians to work more efficiently.
“My own experience is that you spend a long
time going over and going over a proof, mak-
ing sure you haven’t missed anything,” says
Carlos Simpson, an algebraic geometer and
computer scientist at the University of Nice in
France. “With the computer, once it’s proved,
it’s proved. You only have to do it once, and
the computer makes sure you get all the
details.” 

In fact, computer proof assistants could
change the whole concept of proof. Ever
since Euclid, mathematical proofs have
served a dual purpose: certifying that a
statement is true, and explaining why it is

What in the Name of Euclid Is
Going On Here?
Computer assistants may help mathematicians dot the i’s and cross the t’s of proofs so
complex that they defy human comprehension

Mathematics

Mapping the way. Georges Gonthier’s computer verified 
billions of calculations on “hypermaps” like the one shown.

Have a Coq and a Smile
Why would hundreds of computer scientists devote more than 30 years to developing
mathematical proof assistants that most mathematicians don’t even want? The answer is
that they are chasing an even more elusive grail: self-checking computer code.

In a sense, the statement “this program (or chip, or operating system) performs task x
correctly” is a mathematical theorem, and programmers would love to have that kind of
certainty. “Currently, people who have experience with programming ‘know’ that serious
programs without bugs are impossible,” Freek Wiedijk and Henk Barendregt, computer sci-
entists at the University of Nijmegen in the Netherlands, wrote in 2003.“However, we think
that eventually the technology of computer mathematics … will change this perception.”

Already, leading chip manufacturers use computer proof assistants to make sure their
circuit designs are correct. Advanced Micro Devices uses a proof checker called ACL2, and
Intel uses HOL Light. “When the division algorithm turned out to be wrong on the Pentium
chip, that was a real wake-up call to Intel,” says John Harrison, who designed HOL Light and
was subsequently hired as a senior software engineer by Intel. –D.M.
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true. Now those two epistemological func-
tions may be divorced. In the future, the
computer assistant may take care of the cer-
tification and leave the mathematician to
look for an explanation that humans can
understand. “Just because a proof is
explanatory doesn’t mean it’s certain,” says
Harvey Friedman, a logician at Ohio State
University in Columbus. “Just because it is
certain doesn’t mean it’s explanatory. They
are two separate dimensions.”

So far, Hales, Simpson, and Friedman are
part of an extremely small minority: mathe-
maticians who have taken the trouble to learn
about proof assistants. “Mathematicians
don’t know about [computer proof verifica-
tion], they’re not interested in it, and they

don’t believe it,” says Freek Wiedijk, a com-
puter scientist at the University of Nijmegen
in the Netherlands who specializes in proof
verification. Simpson says much of the mis-
trust may stem from a misimpression that
computerized proof checkers are trying to
automate mathematical creativity.

In fact, an assistant can no more prove the
Four Color Theorem than an online thesaurus
can write Hamlet. In a typical session with a
proof verifier such as Isabelle or Coq, the
mathematician enters the hypotheses at the
top of the computer screen and the “proof
obligation”—the conclusion—at the bottom.
She decides on a “tactic” to simplify the proof
obligation—for example, subdividing it into
simpler cases, performing a calculation, or
applying a previously known theorem. Each
time the user enters a tactic, the computer
program executes it and updates the proof
obligation. When there are no more obliga-
tions left, the proof is verified.

One stumbling block is that published
proofs never specify every step. Every math
student is familiar with the dreaded words,

“it is obvious that …” To the computer,
nothing is obvious. It is up to the user to
break the “obvious” step down into subtasks
that the computer can check. Diagrams are
particularly troublesome; the user must
somehow parse the pictorial information
into allowable tactics.

All in all, people who have used proof ver-
ifiers say they can formalize about a page of
textbook mathematics in a week. Avigad says
he reached a top speed of a page a day while
working on the Prime Number Theorem—
close to the break-even point at which it will
be worth mathematicians’ time. “When it
becomes not too much harder to formally
verify a proof than to write it up carefully, it
starts looking like a win,” he says.

Probably the most
remarkable accom-
plishment so far by a
computer proof assis-
tant is Gonthier’s

recently completed verification of the Four
Color Theorem. This theorem began as a
conjecture in 1852, when a graduate student
at University College London named Francis
Guthrie asked his professor Augustus
DeMorgan if he could prove that any map
can be colored with four colors in such a way
that no two adjacent countries have the same
color. After more than a century of unsuc-
cessful attempts, some by eminent mathe-
maticians, two computer scientists, Kenneth
Appel and Wolfgang Haken, finally proved it
in 1976. Their computation-intensive argu-
ment raised an immediate furor. “Mathe-
maticians over 40 years old couldn’t be con-
vinced that a proof by computer was correct,
and those under 40 couldn’t be convinced
that a proof with 700 pages of hand calcula-
tions was correct,” jokes Robin Wilson, a
graph theorist at the Open University in Mil-
ton Keynes, U.K. Enough questions
remained about its validity that another team
of graph theorists, led by Paul Seymour of
Princeton University and Neil Robertson of
Ohio State University, published a revised

proof in 1995. Even this streamlined proof
relies on a case-by-case analysis of more
than a billion different maps, far more work
than a human mathematician could do in a
lifetime. The computer did it in 3 hours.

Crunching through special cases also
played a large role in checking the proof,
Gonthier says. “From the point of view of
someone using a formal computation system,
those are really the easy parts. The hard part,
in this case, was finding formal definitions
that captured correctly the intuitions behind
graph theory.” Gonthier had to revamp Sey-
mour and Robertson’s approach considerably,
so that the proof assistant would understand
what elementary ideas such as “the next edge
on the left” meant. In his final proof script, he
estimates that 19,000 lines came directly out
of the Robertson and Seymour paper, and
19,000 lines were his own work. (Another
22,000 lines are white space, comments, 
and “infrastructure.”)

Specialists in computer verification give
Gonthier’s work very high marks. “That guy
is amazing,” says Wiedijk. “I can’t compete
with this kind of genius.” Hales calls it “a
magnificent piece of work. What this means
is that the proof is finally self-checking. You
don’t have to worry about whether the pro-
grammers introduced bugs into the computer
code.” On the other hand, every graph theorist
contacted for this article either had not heard
of Gonthier’s work or remained skeptical
about it. “I have no serious doubts that com-
puters have done their part flawlessly,” says
Bojan Mohar, a graph theorist at the Univer-
sity of Ljubljana, Slovenia. “[But] I cannot
confirm that Gonthier has made the correct
translation of the [human] proof into com-
puter form.” Others doubt the machines
themselves. Coq may tell them that
Gonthier’s code is correct, but why should
they trust Coq?

“It’s reasonable to say [Coq’s code] has
been verif ied experimentally,” Gonthier
says. Coq is a program that has been devel-
oped (at INRIA in Paris) over a period of 20
years, boasts a community of about 100
active users, has source code that is open
for inspection, and runs on several different
computers and operating systems. Besides,
he argues, “even traditional mathematical
proofs use physical artifacts. You’re relying
on the fact that when you flip back to a pre-
vious page, the ink doesn’t change. Your
day-to-day experience is that the ink does-
n’t change. Similarly, our experience with
computers is that once given a consistent
set of instructions, they compute consis-
tently. It’s just hard to give them a consis-
tent set. Proof-assistant technology makes
sure that you do.”

–DANA MACKENZIE

Dana Mackenzie is a freelance writer in Santa Cruz,
California.
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Different languages. Machine proofs (right) can look very different from “human” versions.
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Getting Buzzed out of
Depression
A “pacemaker” for the brain? A Canadian-
U.S. team has found that stimulation from
electrodes placed deep in the brains of
severely depressed patients has alleviated
their misery when nothing else could.

Helen Mayberg of Emory University
School of Medicine in Atlanta, Georgia, says
this is the first depression study of “deep
brain stimulation,” which has been used
with some success in Parkinson’s patients.

The researchers targeted an area called
the subgenual cingulate, a part of the 
emotional brain that is hyperactive in
depression.The six patients had failed to
benefit from any therapy, including shock
treatments. But all had prompt reactions 
to the electrodes, reporting impressions
such as “disappearance of the void.”

The scientists followed patients for 
6 months after implanting low-voltage
pulse generators, attached to the 

electrodes, under their collarbones. In four
of them, the depression mostly lifted, the
scientists report in the March issue of 
Neuron. One woman started to relapse a
couple of weeks after experimenters turned
off the stimulator, but she quickly cheered
up when the current was turned back on.

Mayberg says the brain area where the
electrodes were inserted has “primary 
connections” with the frontal cortex as 
well as many areas in the limbic system
that have been implicated in depression.
Psychiatrist Husseini Manji of the National
Institute of Mental Health says the 
technique “has a lot of potential” both for
treating depression and for understanding
the brain circuitry involved.

He Thinks He’s Human …
Animals’ personalities are so complex that
they can be measured along the same
dimensions as human ones, says a University
of Texas,Austin, researcher.At the AAAS
annual meeting last week, psychologist

Samuel Gosling reported that animal 
personality ratings are stable over time and
“are as predictive in dogs as in humans.”

Psychologists score humans on five
major dimensions: conscientiousness,
extraversion, neuroticism, openness, and
agreeableness.After querying dog owners,
Gosling
created a
four-factor
dog inven-
tory based
on energy,
affiliative-
ness,
emotional
reactivity,
and compe-
tence. His
team also
created one
for hyenas:
assertive-
ness, excitability, human-directed 
agreeableness, sociability, and curiosity.
Gosling, who reviewed the literature on 
64 animal species including pigs and octopi,
said basic personality traits are universal.
For example,“openness” in humans is 
analogous to “curiosity” in animals.And he
found that neuroticism (nervousness and
fearfulness), agreeableness, and extroversion
cut across all species.

Primatologist Stephen Suomi of the
National Institute of Child Health and
Human Development says that Gosling
has gone beyond merely typing animals
(“shy” or “aggressive”) and is “the first 
to apply principles from personality and
social psychology” to individual differences.
Such work, Gosling noted, can aid the 
hunt for biological and evolutionary bases
of human personality.
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RANDOM SAMPLES
Edited by Constance Holden

Agreeable hyena?

Seeing Stars Underground

Munich subway riders have a monthlong
chance to peer through the cosmos. Scien-
tists from the Max Planck Institute for
Astronomy in Heidelberg have put up six
giant posters in a Munich subway station
that together—at 120 square meters—
make up one of the largest astronomical
images ever printed.The display is a mosaic
of Hubble Space Telescope pictures, taken of
an area in the southern sky about the size of
the full moon, that covers about 10,000
galaxies as far as 7 billion light-years away,
halfway back to the big bang. It wows commuters and astronomers alike, says Jakob Staude
of the Heidelberg institute:“It’s so much data,on your screen you can never see it all together.”

Stonehenge for Southern Skies
A full-scale adaptation of Stonehenge is giving Southern Hemisphere stargazers
a taste of ancient astronomical know-how.

Stonehenge Aotearoa, New Zealand’s answer to the 4000-year-old stone
circle on England’s Salisbury Plain, is designed to illustrate how ancient

cultures followed the movements of celestial bodies through the seasons.The henge, built on farmland on New Zealand’s North
Island, comprises a 30-meter-diameter stone circle that includes 24 pillars made of concrete and plaster joined by lintels,
surrounded by six outer “heel” stones. When viewed from the center of the circle, the stones and arches mark the rising and
setting positions of the sun and moon at different times of the year and of prominent stars and constellations.These include the
star cluster Matariki (the Maori name for Pleiades), whose rising in June marks the start of the Maori year, and Capella, used for
navigation by the Pacific Islanders who first settled New Zealand some 700 years ago.

Zinio
page=1405

http://www.sciencemag.org


www.sciencemag.org SCIENCE VOL 307 4 MARCH 2005 1407

Sandia gold. Physicist 
Thomas Brennan worked at
Sandia National Laboratories
in Albuquerque, New Mexico,
for 10 years before leaving to
become an entrepreneur in
1996. Last month, he returned
to help the lab turn more 
of its technologies into

commercial
ventures.

As San-
dia’s first
entrepre-
neur in 
residence—
similar
positions
exist at
other insti-
tutions—

Brennan hopes to get investors
excited about what Sandia
scientists are doing. The goal
is to boost the local economy
and “get some royalties back
to the lab,” he says.

Brennan, who has helped
launch companies that manu-
facture diode lasers and water-
purification systems, says his

new job builds on his former life
as a Sandia researcher.“I have a
lot of respect for the work that
scientists are doing at the lab,”
he says.“I am not just here to
harvest their minds.”

Changes at LBNL. Lawrence
Berkeley National Lab has
picked three new leaders to
beef up its senior management
and strengthen the University
of California’s (UC’s) bid to
retain management of the
Department of Energy (DOE)
facility. Last month, director
Steven Chu announced that
spectroscopist Graham Fleming
(right) would take over as the
lab’s second in command,
replacing Pier Oddone, who left
in December to become director
of Fermi National Accelerator
Laboratory in Illinois (Science,
3 December 2004, p. 1679).
Nanoscientist Paul Alivisatos
will be the new physical 
sciences director, and David
McGraw takes over as head 
of operations.

Berkeley insiders speculate
that no other bids have been
submitted to run the lab. (DOE
officials are mum on the topic.)
If UC is awarded the contract, a

decision expected this spring,
Fleming says the lab will launch
initiatives on using solar power
to generate carbon-neutral
sources of chemical energy and
unraveling the mystery of dark
energy, the enigmatic force
speeding up the expansion of
the universe.

Going local. The new director
of an international tropical
research consortium headquar-
tered at Duke University in
Durham, North Carolina, wants
to train more biologists in Latin
American countries to boost
conservation efforts there.

Forest
ecologist
Elizabeth
Losos,
who this
week took
the helm
of the 
$6 million
Organiza-
tion for
Tropical
Studies,
says expanding the organiza-
tion’s educational initiatives
will help “place the fate of
tropical forests in the hands 
of those who live there.” Losos,
41, comes to the job after 
11 years as head of the Smith-
sonian Institution’s Center for
Tropical Forestry Science.

Losos also hopes to bring

greater financial stability to the
consortium, which in recent
years has laid off workers at two
of its its three field stations in
Costa Rica (Science, 17 October
2003, p. 389). But the worst is
definitely over, says interim
(and former) director Donald
Stone of Duke University.

Look what they found. A
German archaeologist who
allegedly attempted to sell
chimpanzee skulls owned 
by his institution (Science,
27 August 2004, p. 1237) has
been found to have falsified
scientific data and papers for
decades. In January a panel
from Goethe University in
Frankfurt am Main investigating
Reiner Protsch von Zeiten 
concluded, among other things,
that Protsch couldn’t operate
his own carbon-dating 
equipment and had committed
falsifications and plagiarism
throughout his 30-year career.
The report, part of which was
made public on 17 February,
also cited the university’s failure
to uncover the falsifications.
Protsch retired in January,
and a disciplinary panel is 
considering whether his 
pension should be withheld.
He is also likely to face criminal
charges for the improper sale
of university artifacts.
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PEOPLE
Edited by Yudhijit Bhattacharjee

Got any tips for this page? E-mail
people@aaas.org

No longer a secret. In the fall of 1959, electronics engineer
James Plummer told his colleagues at Lockheed Aircraft that
he would be incommunicado for a while because of his work on
a secret nuclear project.The real secret was Plummer’s new job:
helping the CIA build a spy satellite. Sixteen months later,
Plummer and four other engineers had designed the Corona—
which peered into Soviet missile sites and nuclear submarines
from 130 kilometers above Earth.

Last week, that effort earned Plummer and his Corona
colleagues—Minoru S.Araki, Francis J. Madden, Edward A. Miller,
and Don H.Schoessler—the $500,000 Charles Stark Draper Prize
from the National Academy of Engineering.Chemist Leland Clark
Jr.was awarded the biennial $500,000 Fritz J. and Dolores H.Russ
Prize for developing self-monitoring diabetes kits and devices
that measure dissolved oxygen in industrial and environmental
settings. And Purdue University engineers Edward Coyle,
Leah Jamieson, and William Oakes shared the $500,000 Bernard
M. Gordon Prize for innovation in engineering education.
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Retraction
WE WISH TO RETRACT OUR RESEARCH ARTICLE
“The bacterial condensin MukBEF com-
pacts DNA into a repetitive, stable struc-
ture” (1). The conclusions of our paper,
which used a single-molecule assay with an
optical-trap microscope, were based on the
interpretation of a flat sawtooth pattern in
the force-extension curves as a progressive
unraveling of compact MukBEF/DNA fila-
ments. However, subsequent experiments
done after the paper appeared suggested
that the sawtooth pattern corresponds to the
unzipping of the two strands of DNA (2).
We now believe that nicks that arose indis-
criminately along the DNA molecules from
normal pipetting allowed interior biotin and
Digoxigenin derivitization of the DNA
tether. The combination of interior and ter-
minal labels most likely generated a pulling
geometry between the beads that led to the
denaturation of the DNA. To test these
ideas, we have now performed an extensive
set of experiments.

First, the double-strand DNA was cross-
linked with one psoralen cross-link per 100
base pairs to prevent the opposite strands from
separating. The cross-linked DNA alone pro-
duced the expected force-extension curves for
naked DNA (102 out of 103 cases). When the
cross-linked DNA was incubated with puri-
fied MukBEF protein under our published
conditions, in no case (n = 180) did we observe
the previously observed sawtooth pattern. 

Second, we designed a DNA tether that had
both a nick and an adjacent biotin label 2-kb
interior from its Digoxigenin-labeled end. The
labels and nick were placed so that if the strep-
tavidin bead attaches to both the interior and
end-labeled biotin and the anti-Digoxigenin
bead attaches to the Digoxigenin labeled DNA
end, then pulling the beads apart would unzip
the DNA between the interior- and the end-
biotin label. With this DNA alone, the flat saw-
tooth pattern in the force-extension curves was
readily observed, displaying little or no hys-
teresis between the pulling and relaxation
paths. When these tethers were incubated with
MukBEF protein, hysteresis then appeared
between the pulling and relaxing pathways
and the pattern was indistinguishable from the
published sawtooth pattern. 

Thus, we now believe that two DNA
attachments were made to one of the beads in
our published experiments. MukBEF inter-
acted with the unzipped tether to slow rean-
nealing, giving rise to the observed hysteresis.
We deeply regret the misinterpretation and the
confusion the original publication has caused.

RYAN B. CASE,1,2 YUN-PEI CHANG,3

STEVEN B. SMITH,2,4 JEFF GORE,2 NICHOLAS R.
COZZARELLI,1,3 CARLOS BUSTAMANTE1,2,3,4

1Department of Molecular and Cell Biology,
2Department of Physics, 3Biophysics Graduate
Group, 4Howard Hughes Medical Institute,
University of California, Berkeley, Berkeley, CA
94720, USA.
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An Open Letter to Elias
Zerhouni

THE NIH PEER-REVIEW PROCESS AND NIH
investments in research on microbial physiol-
ogy, genetics, and pathogenesis have made
possible remarkable advances in science and
public health and have underpinned the devel-
opment of recombinant DNA technology and
the biotechnology industry.

However, the NIH peer-review process,
and the research sector responsible for these
achievements, are threatened by unintended
consequences of the 2001–02 decision by the
NIH National Institute for Allergy and
Infectious Diseases (NIAID) to prioritize
research of high biodefense, but low public-
health significance (see Appendix 1) (1).

This prioritization, which was imple-
mented by creation of funding set-asides,
special funding review panels, and special
funding review procedures, has trans-
formed NIH-supported research in micro-
bial physiology, genetics, and pathogenesis.

The result has been a massive influx of
funding, institutions, and investigators into
work on prioritized bioweapons agents: i.e.,

the agents that cause tularemia, anthrax,
plague, glanders, melioidosis, and brucellosis.
The number of grants awarded by NIAID that
reference these agents has increased by
1500% (from 33 in 1996–2000 to 497 in 2001
to January 2005; see Appendix 2) (1).

Over the same period, there has been a
massive efflux of funding, institutions, and
investigators from work on non–biodefense-
related microbial physiology, genetics, and
pathogenesis. The number of grants awarded
to study non–biodefense-related model
microorganisms has decreased by 41% (from
490 in 1996–2000 to 289 in 2001 to January
2005; NIH Microbial Physiology and
Genetics Initial Review Group; see Appendix
3) (1), and the number of grants to study
non–biodefense-related pathogenic microor-
ganisms has decreased by 27% (from 627 in
1996–2000 to 457 in 2001 to January 2005;
NIH Bacteriology and Mycology Initial
Review Group; Appendix 3) (1).

The diversion of research funds from proj-
ects of high public-health importance to proj-
ects of high biodefense but low public-health
importance represents a misdirection of NIH
priorities and a crisis for NIH-supported
microbiological research. 

The diversion of research funds comes at a
time when research on non–biodefense-
related microbial physiology, genetics, and
pathogenesis is poised for significant break-
throughs, made possible by the application of
genomics, proteomics, and systems-biology
methods (see Appendix 4) (1). These break-
throughs, and the accompanying dividends for
public health and economic development, now
either may not occur, or may occur only out-
side the United States, to the detriment of the
U.S. national interest.

As researchers who have served on the
NIH Microbial Physiology and Genetics and
NIH Bacteriology and Mycology Initial
Review Groups, or who have received grants
reviewed by those Initial Review Groups, we
urge you to take corrective action (see policy
recommendations in Appendix 4) (1).

SIDNEY ALTMAN,BONNIE L.BASSLER, JON BECKWITH,
MARLENE BELFORT,HOWARD C.BERG,BARRY BLOOM,

JEAN E.BRENCHLEY,ALLAN CAMPBELL,R. JOHN COLLIER,
NANCY CONNELL,NICHOLAS R.COZZARELLI,

NANCY L.CRAIG,SETH DARST,RICHARD H.EBRIGHT,
STEPHEN J.ELLEDGE,STANLEY FALKOW,JORGE E.GALAN,

MAX GOTTESMAN,RICHARD GOURSE,NIGEL D.F.
GRINDLEY,CAROL A.GROSS,ALAN GROSSMAN,ANN

HOCHSCHILD,MARTHA HOWE,JERARD HURWITZ,
RALPH R. ISBERG,SAMUEL KAPLAN,ARTHUR KORNBERG,

SYDNEY G.KUSTU,ROBERT C.LANDICK,
ARTHUR LANDY,STUART B.LEVY,RICHARD LOSICK,

SHARON R.LONG,STANLEY R.MALOY,
JOHN J.MEKALANOS,FREDERICK C.NEIDHARDT,
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Letters (~300 words) discuss material published
in Science in the previous 6 months or issues of
general interest. They can be submitted
through the Web (www.submit2science.org) or
by regular mail (1200 New York Ave., NW,
Washington, DC 20005, USA). Letters are not
acknowledged upon receipt, nor are authors
generally consulted before publication.
Whether published in full or in part, letters are
subject to editing for clarity and space.
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NORMAN R.PACE,MARK PTASHNE,JEFFREYW.ROBERTS,
JOHN R.ROTH,LUCIA B.ROTHMAN-DENES,

ABIGAIL SALYERS,MOSELIO SCHAECHTER,LUCY SHAPIRO,
THOMAS J.SILHAVY,MELVIN I.SIMON,GRAHAMWALKER,

CHARLESYANOFSKY,NORTON ZINDER

Affiliations for these signatories and the names and
affiliations of over 700 additional signatories are
available in the Supporting Online Material (1).

Reference
1. Appendices and a complete list of signatories are available

in the Supporting Online Material at www.
sciencemag.org/cgi/content/full/307/5714/1409c/DC1.

A Small-Scale Foreign
Aid Strategy

DONOR NATIONS SEND BILLIONS OF DOLLARS
of aid to developing countries with little evi-
dence for lasting positive effects (1). It is clear
that more effective aid programs must be con-
ceived that will have an enduring impact in
spite of the difficult conditions prevailing in
recipient nations (2, 3). Small-scale efforts can
make contributions to the global aid effort. I
wish to share my experiences with one small
organization that has achieved remarkable suc-
cess with limited financial resources and a
structure that demands only a modest commit-
ment from the individual participants.
“Coopération Genève-Yaoundé” (CGY) is an
alliance between the medical faculties of the
Universities of Geneva, Switzerland, and
Yaoundé, Cameroon, whose primary goal is to
improve the training of Cameroonian medical
doctors. Two guiding principles of the CGY
are that raising the standards of medical prac-
tice will have an immediate impact on the
health of a population and that aid provided in
the form of educational training is relatively
immune to misappropriation and corruption. 

Volunteers from Swiss medical faculties
actively collaborate in the teaching and evalu-
ation of medical students at the University of
Yaoundé. Although each Swiss participant
devotes only a period of 2 to 3 weeks of teach-
ing per year, the students and local staff mem-
bers also benefit greatly from the opportunities
to interact informally with the foreign medical
professionals.

The CGY organizes residency training
in Swiss hospitals for young Cameroonian
doctors committed to returning into active
practice in their native regions. A major
challenge facing programs that train health-
care workers in developing countries is the
drain of graduates to countries offering
higher salaries and a vastly superior work
environment (4). The CGY has been fortu-
nate in that all but one of the over 60
Cameroonian doctors selected for resi-
dency training in Geneva subsequently
returned to work in their native country.
This success rate reflects the requirement
that candidates must have already com-

pleted an internship in Cameroon, as doc-
tors trained entirely in our medical system
will find it extremely difficult to adapt to
working in African hospitals.

The medical faculty in Cameroon hosts
10 medical students from Geneva every
year for a 2-month rotation in tropical med-
icine and community health. Apart from
providing a unique opportunity to experi-
ence a different culture and its distinctive
attitudes to health and disease, f irsthand
exposure to the daily frustrations encoun-
tered in African hospitals sensitizes these
future Western doctors to our humanitarian
obligations in the developing world.  

I believe that this conceptually straight-
forward program can serve as a useful
model for universities with an interest in
contributing to education in poorer nations.

URS GERBER

Brain Research Institute, University of Zurich,
Winterthurerstrasse 190,Zurich CH-8057,Switzerland.
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What Kind of Farming
Works Best?

IN HIS REVIEW OF MENDEL IN THE KITCHEN:A
Scientist’s View of Genetically Modified Foods
by N. Fedoroff and N. M. Brown (“Changing
genes to feed the world,” Books et al., 29 Oct.
2004, p. 815), D. Pimentel misrepresents the
impacts of genetically modified herbicide-
tolerant (HT) crops and the consequences of
organic farming, which he offers as a more
sustainable way to meet the food challenges of
the 21st century.

Pimentel derides HT crops because they
result in increased herbicide use and potential
pollution, yet are not significantly more effec-
tive against weeds than herbicides and tillage
combined. This completely overlooks the dras-
tically reduced soil erosion, increased soil
organic matter, and reduced fossil fuel con-
sumption made possible by herbicides and HT
biotech crops. The Soil and Water Conservation
Society says that herbicide-based, low- and no-
tillage cropping systems are the most sustain-
able ever (1), points made in the book.

Pimentel further denies the benefits of HT
crops when he claims that “the soil has to be
tilled” with current annual grain crops, causing
“serious soil erosion.” Perversely, Pimentel
uses this misrepresentation to promote organic
farming, which relies heavily on erosion-
causing tillage for its weed control.

Pimentel selectively cites Rodale
Institute research to claim that organic crop
yields are equivalent to nonorganic. Yet,

many long-term studies have shown a 10 to
40% organic yield deficit (2–4).

Pimentel may be correct in claiming
“organic approaches would reduce the use
of fossil energy in corn production by about
30 percent” due to not using synthetic fertil-
izer, but as Fedoroff and Brown note, only
by using far more land per ton of food pro-
duced. Replacing synthetic nitrogen fertil-
izer would require at least a fourfold
increase in manure applications or equiva-
lent green manure crops (5).

Humanity already farms more than one-
third of Earth’s total land area, and additional
land cleared for organic fertility and yield
deficits would be of lower productivity, greater
erosion potential, and higher ecological sensi-
tivity. As Fedoroff and Brown make clear,
genetic engineering offers us powerful and
important tools to sustainably feed the larger
and more affluent global population without
using more land and wasting resources.
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Response
AVERY ET AL. INCORRECTLY EQUATE HERBICIDE
tolerance (HT) in crops with the no-till cultiva-
tion system. No-till may or may not be used
with HT. For example, 75% of U.S. soybean
plantings include HT, but only 30% of them
are planted with no-till (1). No-till conserves
soil and water resources, but HT itself does not
conserve soil or increase soil organic matter. In
fact, HT with clean culture (using an herbicide
or other treatments to eliminate all weeds and
leave only the crop growing cleanly without
competition from weeds) signif icantly
increases soil erosion. HT in crops increases
the application of herbicides, and herbicides
are the most serious pesticide pollutants in
streams and groundwater in the United States
(2). Ninety-five percent of corn production
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acreage in Iowa receives herbicides, and 70%
of this land is also cultivated for weed control
(3). Soil erosion is a serious problem in the
United States. Agricultural soil is being lost
about 10 times faster than soil reformation and
sustainability (4).

In reviewing the book, I was surprised that
Federoff and Brown devoted such a large por-
tion of it to attacking organic agriculture, when
organic agriculture has little or nothing to do
with plant breeding and genetic engineering.
Because of this intense and misleading attack,
I felt that I should present the results of the 22-
year corn-soybean example of the Rodale
Institute in which corn and soybean yields
equaled those of conventional corn and soy-
bean production. I agree that not all organic
culture of crops produces yields the same as
those of conventional crop cultivation (5).

Avery et al. imply that I reported that all
U.S. and world agriculture could be grown
organically without commercial nitrogen
fertilizer. They are incorrect—I never said
this in my review, nor have I ever said this in
any of the more than 500 scientific papers
that I have published.

Worldwide crops are cultivated on 11%
of the world’s land area, not 33% as Avery et
al. report. Yes, the world has a severe food
shortage problem; the World Health

Organization recently reported that 3.7 bil-
lion people are malnourished. This is the
largest number of malnourished people in
history. Certainly, we need sound genetic
engineering, as well as soil and water con-
servation, to increase the yields of our food
crops and make agriculture ecologically
and economically sustainable.

DAVID PIMENTEL

College of Agriculture and Life Sciences, Cornell
University, Ithaca, NY 14853–0901, USA.
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An Explanation for the
Placebo Effect?

THE ELEGANT COMPUTATIONAL MODEL OF
addiction described by A. D. Redish in his
Report “Addiction as a computational process

gone awry” (10 Dec. 2004, p. 1944) has the
potential to provide an explanation for the
placebo effect. In the temporal-difference
reinforcement learning model (TDRL),
actions  by an individual are selected to
maximize future reward. The greater the
difference between expected and experi-
enced rewards, the stronger the learning
associating the sequence of states leading
up to the reward. 

A state in this context might describe the
amount of satisfaction (or dissatisfaction) the
individual derived from the outcome achieved
by the most recent action. Dependencies
between the states exist because the most
recent action is, in part, shaped by the events of
the previous state(s), through constant reevalu-
ation of the initial expectation in each state and
subsequent selection of action(s) for the next
state. Consequently, by selectively minimizing
the number of dissatisfying states in the asso-
ciation, an individual learns a specific behav-
ioral path toward the reward.

Dopamine neurotransmission is
involved in reward-mediated signaling, and
dopaminergic neurons firing in response to
behaviorally relevant stimuli exhibit a rapid
burst of transmitter release (1). Because
such phasing of dopamine has been hypoth-
esized to signal the magnitude of the dis-
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crepancy between expected and observed
reward in addiction (2), and release of
dopamine has been postulated to underlie
the response to placebo in Parkinson’s dis-
ease (3), it seems worthwhile to explore the
implications of Redish’s model on the
placebo effect.

The value function at the core of the
model provides a measure of expected
future reward based upon a specific state
and the elapsed time until the reward is

obtained, such that the value function dis-
counts rewards that take longer to achieve.
Addiction is not the only condition where
such a value function applies; the promise of
improvement associated with a placebo jus-
tifies the use of Redish’s model. Therefore,
the value function for an individual suffer-
ing from an ailment for which a placebo has
been given should demonstrate the dis-
counting factor of delayed rewards. That is,
the longer the placebo is supposed to take to

elicit efficacy, the less likely the individual
is to experience the placebo effect.
Furthermore, under this model, one might
expect that the greater the expectation of
efficacy, the greater will be the resulting
phasing in endogenous dopamine released
in expectation of reward, in a manner similar
to the cuing effects in the addiction model.
The release of dopamine may well mediate
the analgesic effects of some placebos by
decreasing activity in pain-sensitive regions,
as described by Wager et al. (4).

The fact that Redish’s model can be
extended to the placebo effect suggests that
the use of computational models may pro-
vide a means of integrating and unifying
seemingly disparate brain phenomena that
may share, at least in part, common under-
lying biological factors. 

KRISTOPHER J. L. IRIZARRY* AND JULIO LICINIO
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TECHNICAL COMMENT ABSTRACTS

COMMENT ON“Avian Extinction and Mammalian Introductions on Oceanic Islands”

Raphael K. Didham, Robert M. Ewers, Neil J. Gemmell

Blackburn et al. (Reports,24 Sept.2004,p.1955) showed a positive correlation between avian extinctions and num-
bers of predatory mammal introductions on oceanic islands.We show that habitat conversion rates also correlate
with observed extinctions,demonstrating that single-factor approaches cannot address the synergies among mul-
tiple agents of extinction.
Full text at www.sciencemag.org/cgi/content/full/307/5714/1412a

RESPONSE TO COMMENT ON “Avian Extinction and Mammalian Introductions on
Oceanic Islands”

Tim M. Blackburn, Phillip Cassey, Richard P. Duncan, Karl L. Evans, Kevin J. Gaston

Didham et al. argue that the extent of habitat modification is confounded with the numbers of introduced mam-
mal species on islands, such that the observed positive correlation between mammal introductions and avian
extinctions may be spurious.We show that their analyses do not support this conclusion.
Full text at www.sciencemag.org/cgi/content/full/307/5714/1412b
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S
ome of the most intractable disputes in
anthropology and history arise over the
authenticity of unique archaeological

artifacts or documents. Objects that have lost
their contexts are particularly problematic
when they appear without traceable prove-
nance and may be nearly indistinguishable
from clever fakes. Such is the case of Yale
University’s Vínland Map, the detailed foren-
sic analysis of which is the subject of Kirsten

Seaver’s finely honed
detective story, Maps,
Myths, and Men. Like
the Shroud of Turin,
the map has inspired
controversies that
have proven difficult
to resolve even with
the most sophisticated
scientific techniques.

The topic of Vik-
ings in North America
is no stranger to con-
troversy. Since Scandi-

navians began immigrating to North America
in large numbers (some 200 years ago), a
steady stream of claims has been made for
Viking origins of the Newport Tower in Rhode
Island, the Kensington Rune Stone in
Minnesota, the Heavener Stone in Oklahoma,
the Beardmore Relics in Ontario, and many
other finds in equally improbable locations
where Scandinavian descendants settled. All
have been debunked, but they continue to enjoy
popular support (1). The 1961 discovery of a
Norse site in Newfoundland (2) and the num-
bers of Norse artifacts found in Native
American archaeological sites (3, 4) have
helped move the debate from saga reconstruc-
tions (5) into the arena of science. Increasingly,
scientific tools are aiding the evaluation of arti-
facts, monuments, and historical documents.

One of the most notorious points of con-
tention is the Vínland Map. Drawn on parch-
ment, the map purportedly shows lands
described as “Vinilanda Insula” and
“Gronelãda.” If authentic, it provides the first
cartographic location of Norse discoveries in
America, and its caption referring to “com-
panions Bjarni and Leif Eiriksson” confers
authenticity to the Vínland sagas. Further, it
locates Vínland and Greenland geographi-

cally and shows Greenland as an island rather
than an arctic peninsula, as medieval cartog-
raphers had imagined. Bound together with
an authentic 1440s copy of Hystoria
Tartarorum (the “Tartar Relation”), the
Vínland Map was presumed to have a similar
date, making it the earliest cartographic repre-
sentation of parts of North America.

In conjunction with the 1965 announce-
ment of Yale’s acquisition of the map, Yale
University Press released a lavish, 300-page
volume explaining its signif icance (6).
Cartographers and historians soon began to
question almost every aspect of the map:
parchment, ink, watermarks, handwriting,
binding, and wormholes. Skepticism was also
fueled by Yale’s evasiveness over provenance
and acquisition history, its failure to engage
independent experts, its compromised fiduci-
ary arrangements, and the release of a second
edition that did not address issues raised by the
first. All in all, the Vínland Map has become
one of the most high-profile, problematic,
and—many might argue—unnecessary schol-
arly debates in recent history.

In 438 pages of densely argued and highly
annotated text, Seaver effectively dismantles
Yale’s Vínland Map claim and in the process
implicates many of the original proponents in a
major scholarly debacle. She begins by sum-
marizing Norse contacts in North America and
their settlements in Greenland, which disap-
peared around 1450. Several chapters then
describe how the map was discovered and
introduced to Thomas Marston, Yale’s rare-
manuscript curator, by Laurence Witten, the
private dealer in New Haven who had acquired
it in 1957 from European sources. Seaver
relates the fabulous story of how Witten dis-
covered that the wormholes in the map and its
accompanying Hystoria Tartarorum matched
those in a second manuscript volume,
Speculum Historiale, that just happened to be
in Witten’s possession. Not only did this sug-
gest that all three had once been bound together
circa 1440, it implied that the map’s new carto-
graphic information might have been supplied
by Norse refugees from Greenland. To Witten
and Marston, the wormholes were all the evi-
dence they needed for “authentication.” But to
Seaver, missing physical evidence, shoddy
scholarship, secret collaboration, and unprece-
dented promotion by Chester Kerr, then direc-
tor of Yale University Press—all of which she
documents in detail—make this part of the
Vínland Map travesty a textbook example of a
public relations nightmare.

With similar thoroughness, Seaver fol-
lows the events after the press launch, cannily
planned for 11 October 1965, the day before
Columbus Day. The f irst open scholarly
scrutiny began with a symposium organized
by Wilcomb Washburn at the Smithsonian
(7). Shortly thereafter, Yale agreed to have the
map inspected by A. D. Baynes-Cope at the
British Museum Research Laboratory. His
observations about the faded, two-tone,
crumbling ink—which is unlike ink used in
the Tartar Relation and Speculum Historiale
manuscripts or any other medieval docu-
ments—reinforced skeptics who had made
similar comments about the handwriting,
watermarks, and binding.

By agreement with Yale, the British
Museum reports were never made public. But
they did convince Yale to commission a tech-
nical study of the ink by Walter and Lucy
McCrone, who in 1974 reported the presence
of commercial-grade titanium-based anatase
unknown before the 1920s. Subsequently,
Thomas Cahill affirmed the aberrant nature
of the map ink but pointed out inconsistencies
in the McCrone report. In contrast, Jacqueline
Olin argued that the composition of the ink
was still not defined and that similar forms of
anatase might be present in medieval ink. Her
view has been rebutted by Kenneth Towe,
who has confirmed the McCrones’ conclu-
sion that the Vínland Map anatase was not
natural but industrial. Each of these reports
received coverage in the popular media, but
the nature of the debate had become so com-
plicated and technical that the general public
and most reporters could no longer follow the
argument, only the spin. Although the most
definitive study—an accelerator radiocarbon
analysis of the map parchment—produced a
clean 15th-century date, that finding is beside
the point because a modern fabricator would

Vínland Map (detail).
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certainly have used medieval-age parchment.
Most of these technical studies conclude

that the map is almost certainly a 20th-century
hoax. But if so: why? where? when? and by
whom? Seaver presents a strong case that
answers all these questions: Father Joseph
Fischer (1858–1944), a German-Austrian
Jesuit priest, had a life-long passion for Norse
exploration, medieval manuscripts, and cartog-
raphy. He knew the academic experts and had
access to all of the archives and materials
needed to create the Vínland Map. Seaver also
identifies a likely motive in Fischer’s reaction to
the rise of the Nazis and the rampant national-
ism of the 1930s. She suggests he created the
map to gain favor with the Nazis, who idolized

Norse heroics and disputed the authority of the
Catholic Church. Her deduction is interesting
and augments previous suspicions of Fischer.
But like most other chapters of this story,
absolute proof is still missing, and other scenar-
ios have been suggested (8). Although Maps,
Myths, and Men will not be the last nail in the
coffin of the Vínland Map, it’s difficult to imag-
ine a more comprehensive analysis of this piece
of parchment. Seaver has created the definitive
portolan of the Vínland Map controversy and
has shown us a route home.
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A
Machine to Make a Future by Paul
Rabinow and Talia Dan-Cohen is
another chapter in Rabinow’s anthro-

pological study of the biotechnology commu-
nity. His first work on the topic, Making PCR,
a book of high drama and colorful
personalities, describes the cre-
ation of the polymerase chain
reaction technique at Cetus in the
1980s (1). The second install-
ment—the informative, interest-
ing, and inadvertently humorous
French DNA—examines events
in the early 1990s surrounding the
creation of Genethon in France
(2). The new work spotlights
recent happenings at Celera Diag-
nostics. The book might well be
subtitled “after the storm” as it begins after
the announced completion of the human
genome sequence and the departure of J.
Craig Venter. An almost audible sigh of relief
whispers from the page.

Rabinow’s methods are consistent through-
out the trilogy. Key participants are inter-
viewed over an extended period or during and
after significant events. Several of those inter-
viewed for this book appear in Making PCR,
and the chief scientist of Celera Diagnostics,
Tom White, is a key figure in both. The inter-
viewer himself is very much present, asking
penetrating questions and offering an occa-
sional opinion. The authors provide support-
ing information helpful to the general reader.
Less helpful to those interested in the science
and business are dollops of anthropological
theory, inspired by the French philosopher
Michel Foucault, sprinkled throughout.

In A Machine to Make a Future, we are
introduced to Celera Diagnostics at the begin-
ning of 2003. The company has separated
from its more famous parent, Celera
Genomics. It is charting a new course to dis-

cover and market predictive diag-
nostic genetic tests. The book
clearly describes the origins of the
scientific concepts and business
rationale. The scientists tell us in
their own words why they decide
to pursue an approach different
from that of the Human Genome
Project. They focus on variations
in DNA sequence that occur only
in or very close to the segments of
DNA that encode functional
genes. They embark on an ambi-

tious program to determine the genome
sequence of 39 humans and one chimpanzee.
The planning and execution of this strategy is
the core of the story. Sadly, it is a tale without
an end. Rabinow’s intensive study ran only
through September 2003, and we never learn
if the approach is successful. The voices fall
frustratingly silent.

The strength of Rabinow’s approach is that
we hear the voices of scientists at work. Not
only do they describe the science itself, but
they also provide their perception of its impor-
tance. Rabinow is a skillful interviewer who
elicits motivation from his subjects. We are
given a rare glimpse into the professional lives
of the participants and the energy that drives
their scientif ic and personal decisions.
Collectively, the three books should help
young scientists as they plan their future in aca-
demia or industry.

Rabinow’s methods allow the reader to
draw larger conclusions. In each story, we see
both the depth and limitations of the partici-
pants’knowledge. We learn of their own social

construction of their work. In this respect only,
A Machine to Make a Future is the most inter-
esting of the three works, because the partici-
pants are minor players in the greater scientific
and biotechnology community. Their world,
claustrophobic and self-referent, appears to
exclude (to a significant extent) participation
in the broader currents of scientific dialogue.
This may well be a study of a community
headed toward extinction.

The reader may or may not enjoy instruc-
tion regarding deconstructionist anthropology.
The co-author’s sole role is to observe the
observer observing. “The interviews con-
tained in this book,” we are informed,

are interventions elicited, transcribed, and
framed during a specific period of time.…
They are partial descriptions, chosen from a
point of view, framed to manifest some aspects
of a certain actuality. Our hypothesis is that by
giving to our inquiry and to our narrative a
form different from traditional anthropologi-
cal monographs, we will produce a different
kind of result, one that is not intrinsically more
valuable but one that will frame a different
experience for readers and writers alike.
Evaluating the results is a task for the future,
again one for readers and authors alike. 

David Lodge, the inspired satirist of de-
constructionist literature, could not have
written a better parody.

For those interested in contemporary
biotechnology and genomics, it is a pity that
the canvass selected is so narrow—a young,
small, isolated company. Absent are the bold
concepts of Making PCR or the intricate
internecine battles of French DNA. In A
Machine to Make a Future, the trilogy ends not
with a bang but with a whimper.
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Raghunath A. Mashelkar began life in poverty, sometimes hungry and shoeless. Now he is the direc-
tor general of the Council of Scientific & Industrial Research (CSIR), a chain of 38 publicly funded
industrial R&D institutions in India, and president of the Indian National Science Academy.That per-
sonal experience of ascendance from dire circumstances, improvements in his country’s infrastruc-
ture, and changing patterns of scientific emigration and immigration have convinced him that India
is fated to become one of the world’s greatest intellectual and economic engines. Before becoming
a leading architect of his country’s science and technology policies, Dr. Mashelkar did pioneering
work in polymer science and engineering, which earned him many international laurels. He is a
Fellow of the Royal Society (London), a Fellow of the Academy of Sciences for the Developing World
(TWAS), and a Foreign Fellow of the U.S. National Academy of Engineering. Dubbed a “dangerous
optimist” in India, he is deeply committed to championing the cause of the developing world. He is
also known in India for several high-powered “Mashelkar Committees,” which have influenced such
societal sectors as higher education, drug regulatory systems, and national automobile fuel policy.
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Five years ago, during my presidential
address to the Indian Science Congress, I
made a prediction: “The next century will
belong to India, which will become a unique
intellectual and economic power to reckon
with, recapturing all its glory, which it had
in the millennia gone by,” I told the gather-
ing of 5000, among them the
country’s prime minister.

It must have sounded crazy.
How could a country with so
many impoverished people, and
so many illiterates, rise to have
such a central global role? What
possibly could have given me
the confidence to make such a
prediction?

The confidence came from a
little boy. In the late 1950s, this
boy struggled to have two meals
a day while he studied under the
streetlights and went barefoot to
school. This same boy almost left
school in 1960, because his poor widowed
mother could not support his education.
That this boy, who is myself, could become
the president of the Indian Science Con-
gress is what gave me the confidence to say
that India could again achieve intellectual
and economic greatness. If this miracle
could happen to any Indian, then given an

opportunity, it can happen to every Indian.
My own turn toward science began at a

poor school in Mumbai (the local name for
Bombay). I remember Principal Bhave,
who taught us physics. One day, he took us
outside the classroom to demonstrate how
to find the focal length of a convex lens.

He focused the sun’s rays onto a
piece of paper and told us that
the distance between the paper
and the lens was the focal
length. Then he held the lens in
place until the paper burned.
That’s when he turned to me
and said, “Mashelkar, if you can
focus your energies like this
and not diffuse them, you can
burn anything in the world!” I
decided at that moment to
become a scientist. 

I indeed focused on my goal,
invariably placing first in my
classes. After earning a bache-

lor’s degree in chemical engineering from
Bombay University in 1966, I received fel-
lowship offers for graduate study in the
United States and Canada. But I decided to
remain in India to pursue my studies toward
a Ph.D. I did postdoctoral research in the
United Kingdom, held a faculty position
there, and then had a brief stint in the United

States as a
visiting pro-
fessor. But in the
mid-1970s, when attractive offers came my
way for faculty positions in top schools in
the United States and United Kingdom, I
decided to return to India. 

In this essay, I focus on the importance of
returnees to poor countries such as India. I
will examine how demographic shifts are
creating shortages of skilled scientists and
engineers in developed economies and lead-
ing to a new dynamic in human capital that
is enabling some developing countries to
emerge as “global R&D hubs.” I also
address ways in which global funding
sources can be leveraged in such countries
to create new knowledge devoted to the
global good.

Intellectual Capital
Let me first address the issue of migration
of talented students from the developing
world to the developed world. In 1926, the
distribution of scientific productivity was
analyzed by Alfred J. Lotka of the
Metropolitan Life Insurance Company in
New York. The result of his investigation,
which remains largely valid, was an inverse
square law of productivity, by which the
number of people producing n papers is
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inversely proportional to n2. This means
that for every 100 authors who produce,
say, one paper in a given period of time,
there are approximately 100/22, or
25 authors, who produce two
papers and one author, who will
produce 10 papers. Thirty years
later, the same law was found to
be applicable to patents.

This means that the bulk of
scientific and technological
creativity and productivity lies
in the minds and abilities of a
small number of highly tal-
ented individuals. Since India
gained independence in 1947,
the country has consistently lost
such individuals to the devel-
oped world. The country’s lead-
ers comforted themselves by
assuming that the number of sci-
entific émigrés was too small for
a country of 1 billion people to
worry about. But they were not considering
Lotka’s law and so did not realize that by
losing the top tier of talent, we also lost most
of our intellectual energy. 

A recent report by the United Nations
Development Programme* estimates that
100,000 Indian professionals leave the
country every year to take up jobs in the
United States. If one considers the potential
economic gains, which these exceptionally
talented people could have brought to India,

one realizes that the economic losses due to
this mass migration are enormous.

Invariably it is assumed that the main
driving force for the brain drain is economic.
People go to the developed world in search
of a higher income, so the theory goes. But I
do not think material gain is the only reason.
After all, according to a recent study by the
U.S. National Science Foundation,† the
number of scientists and engineers who left
Japan to work in the United States and who
did not return jumped by 100% between
1995 and 1999. Yet Japan, unlike India,
already is a developed country with many
high-paying jobs. The Italian scientist
Riardo Giacconi, a Nobel Laureate in
Physics, summed up what might be the most
important factor behind such a brain drain
when he said: “A scientist is like a painter.
Michelangelo became a great artist, because
he had been given a wall to paint. My wall
was given to me by the United States.” 

Only now are such walls becoming avail-
able in developing countries, but for reasons
that could not have been anticipated 10
years ago. 

This past December, I visited the John F.
Welch Technology Centre in Bangalore. With
2300 employees, it is General Electric’s
(GE’s) largest single location for R&D in the
world. I found that 700 of the employees were
young Indians, who had chosen to come back
to India from the United States during the pre-

ceding 3 to 4 years. GE is not
alone in setting up shop in India.
More than 100 global companies
including IBM, Motorola, and
Intel have established R&D cen-
ters in India during the past 5
years, and more are coming.

Many Indians who received their training and
early work experiences abroad are now
returning to India to work in these research
centers. There is a silent scientific repatriation
taking place in India. 

Why are the foreign companies, some of
whom have budgets larger than India’s entire
$6 billion R&D budget, moving a sizable
portion of their R&D infrastructures to
India? I was present in Bangalore, 5 years
ago, when the John. F. Welch Technology
Centre was set up. When Welch, who then
was still GE’s chief operating officer, was
asked why he was taking this step, he
replied: “India is a developing country, but it
is a developed country as far as its intellec-
tual infrastructure is concerned. We get the
highest intellectual capital per dollar here.” 

One way to understand what Welch
meant is to calculate the number of scientific
research publications the country produces
per dollar that is spent on R&D in India.

Using the data provided by Sir David King‡

(chief scientific adviser to the UK govern-
ment) for scientific publications in major,

peer-reviewed journals (SCI publica-
tions), I calculated the number of

journal publications per gross
domestic product (GDP) per
capita per year. The top three
nations were India (31.7), China
(23.32), and the United States
(7.0). John Welch’s intuition
was right!

My calculation has to be
viewed carefully, of course.
After all, the percentage of all
global SCI publications pro-
duced by India and China is
less than 2% each. But this also

means that if India and China
were to increase their science
and technology ranks by several
fold (which they are perfectly
capable of doing) and invest

more per scientist (which already is hap-
pening), then it is possible for both coun-
tries to enhance their competitiveness sev-
eral fold. Indeed, if we apply Lotka’s law of
scientific productivity, India’s and China’s
competitive advantage ought to increase by
several orders of magnitude as more and
more of the most talented scientists return.
In this way, by shifting much of their R&D
activity to countries such as India and
China, the world’s industries can greatly
bolster the domestic intellectual capital of
these countries. 

Scientific Repatriation
As the direction of the brain drain shifts
away from developed countries, rather than
toward them, shortages in R&D personnel
in developed economies are likely to arise.
And as that happens, there will be a greater
drive toward multiple geographical and
organizational sources of technology. The
impact of such shortages can be seen by cit-
ing an example from the European Union
(EU). For the EU to meet the goal set at the
2002 Barcelona Summit of increasing R&D
spending as a share of GDP to 3% by 2010,
the EU will have to add 700,000 new
researchers to the workforce. As one EU
representative put it recently, there will be a
greater draw on “Third World researchers.”
As the professional opportunities and per-
sonal comforts in their own countries
increase, however, will these researchers
prefer migrating to Europe or working in
their own countries? 

The incentive to stay put is greater than
ever. When I returned to India in 1976, the
personal comforts and professional oppor-
tunities there were unbelievably limited. I
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remember having to endure a 3-year waiting
list to get my first telephone, a 2-year wait to
buy a scooter, and a 6-month wait to buy a
black-and-white TV. Today you can walk
into a showroom and choose from among 20
TV models. And millions of mobile phones
now are sold in India every month.

Now consider the professional side. In my
earlier career as a scientist, it took me 2 years to
buy a special type of flow meter that I needed
for my work on polymers. It was a struggle to
gain access to even a rudimentary computer.
And scientific journals used to arrive by sea
mail, which made it hard for us to remain up-
to-date on current research. Now we have our
own supercomputers and, thanks to the cyber
world, our scientists read Science at the same
time as their American counterparts! 

Most importantly, today’s returnees to
India are finding that the opportunity to do
cutting-edge research has increased many
fold compared to what it was when I
returned in the 1970s. The latest Intel chip
and the latest GE aeroengine are being
designed in Bangalore, for example. True,
these are multinational companies with
headquarters outside of India, but India-
based companies are changing too. 
For one thing, on 1 January 2005, India
enacted a new patent regime that is com-
pliant with the World Trade Organization’s
TRIPS (Trade Related Intellectual Pro-
perty Rights) agreement, which estab-
lishes a set of rules to ensure that intellec-
tual property rights are respected in inter-
national trade contexts. 

In anticipation of the new challenges
that will follow in the wake of this action,
Indian drug and pharmaceutical industries
have increased their R&D spending by

400% in the past 4 years, and they are now
looking to hire hundreds of Ph.D.’s. They
also are shifting toward more in-house
innovative research. Rather than just copy-
ing drug molecules made by others, the
R&D programs of these industries now are
trying to create new therapeutic molecules.
In a similar fashion, the Indian automobile
industry now is exporting indigenously
designed and manufactured cars such as the
Indica to European markets. 

Global Goods
Multinational companies are locating their
R&D resources in India to create proprietary
knowledge for private good—that is, for the
stockholders—through private funding.
However, my dream 
is to create a global
knowledge pool for
global good through
global funding. Here,
India can become an
agent for change. This
global-good perspec-
tive could become the
case in diverse sectors ranging from bio-
technology to information technology to
space research. 

This dream already has some momentum.
First, consider a pedagogical tool, the com-
puter-based functional literacy (CBFL) pro-
gram, developed by Indian software pioneer
Faqir Chand Kohli. Within a mere 8 to 10
weeks and at a cost of a mere U.S. $2 
(provided a discarded computer is supplied for
free), an illiterate adult using this tool can read
his or her first newspaper. In the past 2 years
alone, 40,000 adults from five states in India
have been made literate. If CBFL is launched

as the technical en-
gine of a national lit-
eracy movement, in
less than 5 years, 200
million adult illiter-
ates can learn to read.
The same Indian in-
novation could be of
great service to the
rest of the world’s es-
timated 854 million
illiterates too! To this
end, the Indian Insti-
tute of Technology in
Madras has created a
low-cost wireless In-
ternet access system
that needs no modem
and eliminates expen-
sive copper lines. It is
just what is needed
to offer CBFL to
low-income commu-

nities throughout India and beyond. The
technology already is in use in many coun-
tries, among them Fiji, Yemen, Nigeria, and
Tunisia, to name a few, and it has been
licensed to manufacturers in India, Brazil,
China, South Africa, and France.

India can similarly become an innova-
tion hub for global health. Its reputation as
a low-cost manufacturer of high-quality
generic drugs already is high. Now discov-
ery, development, and delivery of new
drugs to the poor is another area in which
India is becoming stronger. By following
alternative paths rather than beaten ones,
India is aiming to develop drugs at prices
that are more affordable to more of the
world’s people. For instance, India is trying

to build a golden triangle between tradi-
tional medicine, modern medicine, and
modern science. By culling clues from tra-
ditional medical practices, researchers here
are doing a sort of “reverse pharmacology,”
which is showing great promise. Our recent
program on developing a treatment for pso-
riasis through a reverse pharmacology path
(presently in phase II human clinical trials)
is expected to take 5 years and cost $5 mil-
lion. If successful, the resulting treatment
will be priced at $50, quite a step down
from a new $20,000 antibody injection
treatment developed by a western biophar-
maceutical company! The opportunities
that are unfolding are breathtaking. 

As I see it from my perch in India’s sci-
ence and technology leadership, if India
plays its cards right, it can become by 2020
the world’s number-one knowledge produc-
tion center, creating not only valuable pri-
vate goods but also much needed public
goods that will help the growing global pop-
ulation suffer less and live better. 
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A
lmost all living organisms can
deposit minerals: Magnetotactic
bacteria deposit iron oxide enclosed

in organic sheaths, mollusks form calcite
crystals in their shells, and vertebrates gen-

erate the apatite
crystals found in
bones and teeth
(1, 2). On page
1450 of this issue,

Du et al. (3) shed light on one of these
processes, namely the formation of enamel
in vertebrate teeth. The results have wider
implications for the mecha-
nisms by which organisms con-
trol mineral deposition.

As diverse as the minerals and
the organisms giving rise to them
may be, it has been hypothesized
that there are just two pathways
governing deposition. In “biolog-
ically induced” mineralization—
for example, in corals—the min-
erals adopt crystal shapes similar
to those formed by inorganic
processes and have essentially
random crystal orientations. In
contrast, in “matrix-mediated”
mineralization, the organism
controls the nature, orientation,
size, and shape of the mineral
phase by creating closed com-
partments or defined channels in
which the mineral crystals form.
A specif ic set of macromole-
cules—including proteins, poly-
saccharides, proteolipids, and
proteoglycans—regulates nucle-
ation, growth, size, and orienta-
tion of the crystals.

There is general agreement
that matrix macromolecules and
tissue architecture are important in nucleat-
ing and localizing mineral formation, but
major questions remain. Chief among these
is how the organism can determine the crys-
tal orientation. Du et al. (3) provide key
insights into this problem by reporting the
formation of highly ordered apatite crystals
in an initially unstructured matrix during
tooth enamel formation.

The vertebrate tooth is an excellent model
for exploring how crystal orientation is con-
trolled. More than 95% by weight of the
mature enamel (which covers the outer sur-
face of the tooth) is composed of millimeter-
scale, well-organized rod-like aggregates
comprising ribbons of carbonated apatite
crystallites; organic matrix components make
up less than 2% of the enamel. On the other
hand, only 60% of the underlying dentin con-
sists of mineral. Considering the high density
of apatite, this means that less than 40% of
the dentin volume consists of mineral.

To understand how tooth dentin and
enamel form, consider the dentin-enamel
boundary in a developing tooth (see the fig-
ure, left panel). The dentin is largely com-
prised of collagen fibrils with a 67-nm perio-
dicity. Because of this periodicity, the ~300-
nm-long, rod-like collagen molecules cannot
not be joined end-to-end in the fibrils, but are
staggered and overlapped along their long
axes, leaving gaps between the molecular
ends. In the packed fibril, the gaps are in reg-
ister, producing channels that run transverse
to the fibril axis; their reduced density pro-

duces cross-striations in the fibrils. In the
mineralized collagen fibrils in the left panel,
the dark bands are caused by mineral crystals
that have begun to grow in the gap spaces.
The plate-like crystals fill the gap space, and
their c axes align approximately with the long
axis of the collagen fibrils.

It is easy to see how dentin mineralization
may fit into the matrix-mediated scheme, with
the collagen fibrils determining the crystal ori-
entation. However, the collagen does not
nucleate the crystals (4, 5). It is secreted from
cells called odontoblasts and organized into
fibrils before mineralization begins (6). As the
odontoblasts lay down the matrix, they move
away from the dentin-enamel boundary, and
the dentin layer thickens. In contrast, the min-
eral-related noncollagenous proteins are pres-

ent only near the region where mineral deposi-
tion begins (7). They localize on the collagen
fibril surfaces at the gap zones, nucleating
crystal formation and guiding crystal growth.
Thus, in the matrix-mediated scheme, the col-
lagen fibril matrix provides the scaffold and
space for the mineral. The noncollagenous
matrix proteins nucleate the crystals and deter-
mine their growth and orientation in the gaps.

Mineral deposition in enamel (see the fig-
ure, left panel) is very different. Here,
ameloblast cells elongate along the dentin-
enamel boundary to form a palisade with tight
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Crystallization at the dentin-enamel boundary. (Left) Micrograph of the dentin-enamel boundary in a develop-
ing tooth. The apatite of dentin (lower left) forms nanometer-scale plates that initially grow individually and inde-
pendently in the gap spaces along the collagen fibrils. The ribbon-like apatite crystallites of the enamel (top right)
form within the amelogenin-rich enamel matrix. (Right) A close-up view (not to scale) of the hypothesized (3) min-
eral deposition processes in dentin and enamel near the dentin-enamel boundary. In the dentin, plate-like apatite
crystals grow in the periodic gap spaces along the collagen fibrils and fibril bundles.The apatite crystal c axis is mostly
aligned with the long axis of the collagen fibril. In the enamel, Du et al. (3) propose that linear aggregates of polar-
ized, self-assembled amelogenin nanospheres form a negatively charged template that induces apatite formation.
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cell junctions. Each ameloblast develops an
asymmetric structure called the Tomes’
process. Like the ends of a picket fence, the
Tomes’processes protrude without contacting
each other. The spaces between them become
filled with an amelogenin-rich matrix, a
hydrated protein gel without apparent struc-
ture. In this matrix, oriented ribbon-like crys-
tallites of enamel mineral assemble and elon-
gate from the dentin-enamel junction to the
outer enamel surface. The ribbons thicken and
aggregate to form enamel rods, while the
amelogenin matrix is degraded and removed.
The spaces between the Tomes’ processes are
thus the closed compartments required in
matrix-mediated mineralization. However, it
has never been clear how the gel-like matrix
provided by the amelogenin might nucleate
and direct the oriented crystal growth. This is
the aspect addressed by Du et al. (3).

Amelogenin molecules are mostly
hydrophobic but contain a short carboxyl-
terminal sequence of hydrophilic amino
acids. In the extracellular space (the space
surrounding the Tomes’ processes) they
assemble into nanospheres, each of which
contains tens of molecules. Du et al.
demonstrate (3) that in each molecule, the
hydrophilic sequence resides on the surface.

They also show that during nanosphere
assembly, each nanosphere develops an
asymmetric charge distribution. The nano-
spheres further assemble into ordered linear
arrays, giving a defined, direction-depend-
ent structure to the gel-like matrix.

The hypothesized colinear arrangement
of the hydrophilic sequences of the nano-
spheres (3) could template crystal nucle-
ation and growth in the enamel. This is con-
ceptually similar to the binding of matrix
proteins in the gaps between collagen fibrils
to nucleate and orient the dentin mineral.
The dentin and enamel mineralization sys-
tems—mechanistically very different but
operating at the same time across the
dentin-enamel boundary (see the f igure,
right panel)—show how the supramolecular
organization and properties of the extracel-
lular matrix regulate the nature and organi-
zation of the mineral phases.

The study by Du et al. further shows that
the nanosphere self-assembly process can
take place in vitro, without requiring
ameloblasts. In vivo, two processes may
play a role. First, the Tomes’ processes may
help to orient and elongate the enamel crys-
tallite aggregates by controlling the orienta-
tion of the nanosphere chains. Second, the

mineralized dentin, which protrudes into
the amelogenin matrix at the dentin-enamel
boundary, may orient the first nanospheres.

Others have shown that minerals can
develop within protein and synthetic
polypeptide gels (8, 9), but a scaffold was
necessary to provide long-range order. In
contrast, Du et al. (3) show that the self-
assembly of the amelogenin nanospheres,
and their further assembly into nanosphere
arrays, forms its own scaffold that can direct
the alignment of the mineral crystallites.
The in vitro self-assembly system of Du et al.
will be a useful guide to the development of
biomimetic structures.
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O
ne of the first underwater scenes in
James Cameron’s spectacular new
IMAX adventure Aliens of the Deep

stars a truly alien panorama. It is a stunning
view of the giant white carbonate chimneys
of a submarine hydrothermal vent f ield
called Lost City, which looms like a con-
glomeration of colossal beehives from outer
space. The discovery of the Lost City
hydrothermal field in December 2000 was a
real fluke (1). A team of scientists working
with Deborah Kelley came across this new
ecosystem during an off-axis camera survey
near the Mid-Atlantic Ridge at 30°N. As
Kelley et al. (2) report on page 1428 of this
issue, they returned in 2003 for a detailed
study of Lost City and discovered a remark-
able array of  micro- and macro-organisms
that reside in this hydrothermal ecosystem,
which is fueled by abiotic methane and
hydrogen. Their results provide fascinating
insights into the nature of life at Lost City.
Although Lost City represents a unique vent
system, the underlying processes responsi-

ble for its formation and geochemical setting
are likely to drive many other vent ecosys-
tems. This has important implications for
biogeochemical cycles, for ocean explo-
ration, and for understanding microbial
habitats on Earth and beyond. 

The Lost City vent field is characterized
by carbonate towers up to 60 m in height. It
is located on 1.5-million-year-old rock that
is 15 km away from the spreading center.
This implies that hydrothermal venting
must be more widespread than previously
assumed. In the case of Lost City, venting is
the consequence of serpentinization reac-
tions between seawater and fresh peridotite,
which lead to formation of heat, hydrogen,
and methane (3, 4). Typical for exothermic
subsurface reactions with iron-bearing
olivine, the hydrothermal fluids of Lost City
are characterized by temperatures of 40° to
90°C, high pH (9 to 11), a low concentration
of magnesium, and elevated concentrations
of hydrogen and methane (1). Früh-Green et
al. (5) found that this type of hydrothermal
venting may have been present for more
than 30,000 years at the Lost City field. This
lifetime exceeds that of most of the known
black smoker–type hydrothermal vents by at

least two orders of magnitude. Considering
Lost City’s longevity and the active prolifer-
ation of methane and hydrogen, it seems odd
that not much life was observed at this type
of vent system, except for some cryptic
microbial mats hidden inside the carbonate
towers (1, 7).

Kelley and her collaborators went back to
Lost City in 2003 for a month-long field expe-
dition (2). With the research vessel Atlantis,
the submersible Alvin, and the Autonomous
Benthic Explorer (ABE) at their disposal,
they were able to conduct detailed mapping of
the vent field. This multidisciplinary research
adventure is beautifully illustrated at
www.lostcity.washington.edu. A principal
goal of the expedition was to discern how vent
fluids, mineral precipitation, and microbial
metabolisms interact to produce this extraor-
dinary hydrothermal ecosystem and its under-
lying flow of energy and carbon. 

The vent fluids of the Lost City system are
very different from those of black smokers,
white smokers, and other Mid-Atlantic Ridge
systems fueled by serpentinization reactions.
Seawater-basalt reactions driving volcanically
hosted vents produce substantial amounts of
CO2, sulfide in the millimolar range, and low
pH (3 to 5), as well as extremely high temper-
atures (200° to 400°C). In contrast, the Lost
City vents lack CO2 but provide high fluxes of
hydrogen and methane at warm temperatures
and high pH (see the figure, A). The fluids of
other very iron- and magnesium-rich (ultra-
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mafic) vent systems at the Mid-Atlantic
Ridge, such as at Logatchev and Rainbow, also
show substantial methane and hydrogen
anomalies but are distinguished by their much
higher temperatures, low sulfide flux, and
acidic pH (6). This difference between Lost
City and other vent sites explains the lack of
chemoautotrophic symbiotic organisms in
Lost City fauna. Most of the reduced energy at
the Lost City field is provided by hydrogen.
Today, no animals are known to harbor hydro-
gen oxidizers as symbionts. Kelley et al. (2)
found a high diversity of small invertebrates
associated with the active carbonate struc-
tures, with a relatively high endemicity of
nearly 60%. These invertebrates—snails,
bivalves, polychaetes, amphipods, and ostra-
cods—most likely derive some fraction of
their energy requirement and carbon source by
grazing on vent-associated carbonates and
microbial biofilms (1).

The carbonate vents hold the key for
understanding what is new about the metab-
olism, diversity, and distribution of micro-
bial life at Lost City. An astonishingly high
cell biomass is found inside the cavities and
channel systems of the actively venting
chimneys. The first analysis of such fluid-
filled carbonate channels revealed the pres-
ence of archaeal biofilms (7). With their sys-

tematic study of diverse carbonate samples,
Kelley et al. (2) now show that an almost
pure culture of a new type of archaea devel-
ops in a specific setting within the chimneys
characterized by direct contact with the hot
end-member fluids (see the figure, B). The
dominant archaea are phylogenetically
related to the methanogenic archaea of the
order Methanosarcinales. Interestingly, their
closest relatives belong to ANME-3, a group
of uncultivated anaerobic methanotrophs
from cold-seep environments (8, 9).
However, lipid biomarker analyses of the
Lost City archaeal biofilms show an isotopic
enrichment in 13C relative to source methane,
indicative of a dominance of methanogenic
growth. But the cooler parts of the vented
carbonates appear to represent a crossroads
between methanogenic and methanotrophic
microniches (see the figure, C). This is indi-
cated by the presence of both Methano-

sarcinales and ANME-1, as well as of func-
tional genes indicative of anaerobic oxida-
tion of methane (10, 11). The anaerobic oxi-
dation of methane is assumed to function as a
reversal of methanogenesis. However, no
microorganism capable of switching
between the two types of metabolism has yet
been identified. Perhaps such an organism
lives in Lost City. Indeed, physiological
experiments with the new group of archaea
dominating the Lost City vents may shed
light on this question. Within carbonates
hosted by basement rocks at ambient temper-
ature (see the figure, D), gene and biomarker
lipid analyses point to the coexistence of
ANME-1 and sulfate-reducing bacteria, as in
other methanotrophic ANME-1/carbonate
habitats (12). Hence, abiotic and microbial
methane production based on serpentiniza-
tion reactions may be globally very high, but
this methane appears to be directly con-C

RE
D

IT
:T

A
IN

A
 L

IT
W

A
K

CO2

(Mg,Fe)
2
SiO

4
 + H

2
O + C =

Mg
3
SiO

5
(OH)

4
 + Mg(OH)

2
 +

Fe
3
O

4
 + H

2
+ CH

4
 + C

2
 - C

5

CH
4

CH
4

CH
4

CO
2

CO
2

SO
4

SO
4

C
n
H

n

H
2

O
2

O
2

< 40°C
D

40 to 70°C
C

70 to 90°C
B

Seawater
7°C

Olivine + water + carbon = serpentine + brucite +
magnetite + hydrogen + methane + hydrocarbons

A

H
2
S

H
2
S

H
2
S

SO
4

H
2

SO
4

H
2

O
2

H
2
S

H
2
O

O
2

H
2

CH
4

CO
2

H
2

 O
2

A beehive of activity. Microbial niches in ser-
pentinization-influenced environments at the
Lost City hydrothermal field. (A) Exothermic
serpentinization reactions within the subsur-
face produce fluids of high pH enriched in
methane and hydrogen, as well as some hydro-
carbons. (B) Environments within the warm
interior of carbonate chimneys in contact with
end-member hydrothermal fluids host biofilms
of Methanosarcina-like archaea (green circles).
These organisms may play a dominant role in
methane production and methane oxidation
within the diverse environments present in the
chimneys. Bacterial communities within these
biotopes are related to the Firmicutes (purple
rodlike cells). These organisms may be impor-
tant for sulfate reduction at high temperature
and high pH. (C) Moderate-temperature (40° to
70°C) endolithic environments with areas of
sustained mixing of hydrothermal fluids and
seawater support a diverse microbial commu-
nity containing Methanosarcina-like archaea,
ANME-1 (a methane-oxidizing phylotype; blue
rectangular cells), and bacteria that include ε-
and γ-proteobacteria (yellow filaments and red
circles). The oxidation and reduction of sulfur
compounds, the consumption and production
of methane, and the oxidation of hydrogen
most likely dictate the biogeochemistry of
these environments. (D) In cooler environments
(<40°C) associated with carbonate-filled frac-
tures in serpentinized basement rocks, ANME-1
is the predominant archaeal phylotype.The bac-
terial populations contain aerobic methan-
otrophs and sulfur-oxidizing phylotypes.
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sumed within neighboring microniches. 
Ultramafic rocks favoring serpentinization

reactions may have been some of the oldest
habitats for microbial life on Earth. With their
detailed study of the Lost City vent field,
Kelley et al. present the first systematic por-
trayal of this type of subsurface ecosystem,
which may still be widespread today. As pro-
posed for early life on Earth and for poten-
tial life in outer space, this is an ecosystem
in which abiotic methane and hydrogen pro-
duction is exploited for anaerobic microbial
methane and CO2 fixation as the primary

processes for generating biomass. Intri-
guingly, the resulting biomass of the mod-
ern day analog at Lost City has an average
isotopic carbon signature that we would not
interpret as a signature of life, because it is
not different from abiotic carbon sources.
Hence, the submarine Lost City hydrother-
mal field discovered by Kelley and her team
is one of the most interesting natural labora-
tories available to geologists, chemists and
biologists, for studying the biogeochem-
ical signatures of ecosystems driven by abi-
otic methane and hydrogen.
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N
o doubt many readers are familiar
with the dilemmas posed by multi-
ple competing pressures: each

demanding attention that must be allotted
from a f inite store; each with a more or
less strict deadline that must be met; and
each extracting some cost to our resources,
in terms of both the effort involved in
achieving success and the pain derived
from failing a given task. For all of us who
need to deal with these dynamic and con-
stantly varying pressures, we can now
spare a thought for the human immunode-
ficiency virus (HIV) as it attempts to deal
with what is becoming increasingly appar-
ent as a complex and formidably variable
immune environment provided by the
human host. New findings presented on
page 1434 of this issue by Gonzalez and
colleagues (1) add to our appreciation of
host genetic diversity, along with a grudg-
ing respect for HIV and its ability to suc-
cessfully negotiate the challenges it faces
on many fronts. This study also provides
evidence that the boundary between
immunology and virology, in which inter-
actions between host and pathogen are
explored at a population and even global
level, is a fertile research area.

Many of the barrier and immune surveil-
lance systems that humans use against
invading pathogens can be overcome by
successful viruses such as HIV, using rea-
sonably stereotypic responses. Indeed, the
ability of a virus to establish pandemic lev-
els of infection presupposes that it arrives at

its human host with an array of tools de-
signed to foil the immune response. A recent
case study is provided by a family of host
cytidine deaminases (termed APOBEC pro-
teins) that are capable of introducing lethal
editing errors in HIV DNA transcripts (2,
3). This antiviral mechanism, despite its
biological elegance, is readily countered by
the presence of an accessory HIV protein
(Vif) that binds to APOBEC proteins and
targets the resulting complex for proteaso-
mal degradation and destruction. Through
strategies that are similarly uniform, in
which the virus often harnesses itself to
indispensable host cellular functions, HIV
is able to access the very core of the human
immune machinery and establish infection. 

There is another layer of complexity,
however, to the host response to HIV-1
infection. Highly polymorphic genetic sys-
tems of the host can determine an immuno-
logical “landscape” that is highly individ-
ual-specific, thereby creating challenges
that HIV-1 must negotiate in each and every
new host (see the figure). In their new work,
Gonzalez et al. show that chemokine recep-
tor 5 (CCR5), a HIV coreceptor, and its lig-
and partners (including CCL3L1) form a
genetic barrier to HIV infection in certain
individuals. The authors demonstrate that
the copy number of a segmental duplication
encompassing the gene encoding CCL3L1
varies markedly between individuals and
between different populations. Those with
a high CCL3L1 gene copy number are
more resistant to HIV infection than those
with a low copy number, presumably
because there is more ligand to compete
with HIV during binding to CCR5. In addi-
tion, those individuals with a low CCL3L1
gene copy number combined with a dis-
ease-accelerating CCR5 genotype are even

more susceptible to HIV infection. 
The complexity of the CCR5-CCL3L1

genetic system can be attributed to genetic
traits that are both qualitative (dictated by
variant alleles that influence protein
expression and function) and quantitative
(dictated by the number of CCL3L1 gene
copies inherited). CCR5 and CCL3L1 (as
well as other CCR5 ligands) thus create a
variable barrier to HIV binding to its co-
receptor, ultimately modulating disease
susceptibility and clinical endpoints such as
pretreatment viral load and rate of CD4+ T
cell decline. The phenotypic effects of
genetic variation within this system suggest
that the CCR5 receptor-ligand network
serves an important role in HIV pathogene-
sis that cannot readily be subserved by
alternative chemokine receptors (that is,
redundancy in this system is low).
Accordingly, adaptive responses by HIV-1
such as alternative tropisms (the use of
other coreceptors) appear unable to repro-
duce the disease-accelerating effects of per-
missive CCR5 variants and low CCL3L1
gene copy number.

A similar conceptual framework may be
applied to the dynamic interaction between
HIV-1 and polymorphic host human leuko-
cyte antigen (HLA) molecules (see the fig-
ure). Here, the extreme genetic diversity of
the HLA system and the importance of
these cell surface molecules to the genera-
tion of antiviral cytotoxic T lymphocyte
(CTL) responses provide a powerful indi-
vidual-specific host environment for HIV
infection. This has been highlighted
recently in studies by Goulder and col-
leagues (4, 5). These investigators demon-
strated the importance of the HLA-B gene
locus and its numerous allelic variants in
shaping the HIV-specif ic immune re-
sponse. They also have elegantly mapped
the dynamic interplay between host HLA-
restricted selection pressure and adaptive
HIV escape mutations that subvert this
immune recognition system by altering
viral epitopes (see the figure). Again, this
polymorphic genetic system provides a
highly variable barrier to HIV replication

H I V / A I D S

HIV: Experiencing the Pressures
of Modern Life
David Nolan, Ian James, Simon Mallal

The authors are at the Centre for Clinical Immunology
and Biomedical Statistics, Royal Perth Hospital and
Murdoch University, Perth, Western Australia 6000,
Australia. E-mail: S.Mallal@murdoch.edu.au

Zinio
page=1422

http://www.sciencemag.org
mailto:S.Mallal@murdoch.edu.au


P E R S P E C T I V E S

www.sciencemag.org SCIENCE VOL 307 4 MARCH 2005 1423

that must be negotiated by the virus in each
host. In each instance, this requires a
reequilibration of benef it (escape from
CTL-mediated destruction) versus cost
(effects of mutation on viral replicative
capacity and pathogenicity). 

So where is this research endeavor head-
ing, in both a conceptual and a practical
sense? We offer three observations, each
taken from a different perspective. First,
these studies allow a glimpse of the conse-
quences of uncontrolled, pandemic infec-
tion in human populations. HIV is a highly
successful pathogen in the sense that its
extreme adaptive capacity allows it to cope
with the vast majority of immune selection
pressures that it encounters. Moreover, it is
able to maintain sufficient pathogenicity in
the face of these challenges, which prove
lethal in most cases if left untreated.
Although history suggests that many
viruses are driven toward a more symbiotic
relationship with their human hosts over
time, evidence from the chimpanzee

genome indicates that viruses such as SIV
(the simian precursor to HIV-1) are likely to
have been responsible for a selective sweep
of both HLA and CCR5 genetic diversity
(6, 7). Thus, the virus is eventually limited
to a relatively small reservoir of naturally
protected hosts with limited genetic diver-
sity as the result of a “bottleneck” effect in
which nonprotective alleles do not survive. 

Second, these findings have immense
importance for vaccine design and assess-
ment (8). Through an appreciation of
dynamic host-viral interactions, with their
own temporal patterns and finely tuned bal-
ance of cost versus benefit, we can begin to
envisage the development of vaccines capa-
ble of providing broad coverage against
incoming (often highly adapted) viral
strains in a genetically diverse vaccinee
population. The nonrandom frequency dis-
tribution of both HLA and chemokine
receptor haplotype diversity in different
demographic/ethnic populations (1, 9, 10)
also indicates that genetic variation needs to

be considered on a global scale but that vac-
cine design needs to be population-specific.

Finally, these data offer a conceptual
challenge to both virologists and immunolo-
gists to explore the intersections between
these two disciplines. To take an overly sim-
plistic view, it may be said that the virologist
will tend to acknowledge the inherent varia-
tion in viral populations while considering
the host immune response to be relatively
fixed. In contrast, the immunologist is more
likely to appreciate the nuances of host
immunology but underestimate the variabil-
ity and adaptability of the pathogens to
which it is exposed. Each viewpoint has its
benefits and weaknesses. But the willingness
to negotiate complexity—and ultimately to
recognize that order and constraint may
operate in interacting systems that at first
appear almost infinitely and chaotically vari-
able—is likely to produce considerable divi-
dends, particularly in relation to the develop-
ment of HIV vaccines. So far, we have devel-
oped effective vaccines against relatively
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Permissive and nonpermissive human hosts for HIV. The exploration of
host genetic factors that influence HIV acquisition and disease progression
tends to focus on “nonpermissive” hosts, who are protected from acquiring
HIV or who experience a slow disease progression, and “permissive” hosts,
who have a rapid progression to AIDS. This approach offers many critical
insights into HIV pathogenesis but, at a population level, it is necessary to
consider these cases as extreme ends of a spectrum in which each individual
provides a unique host environment to which HIV must attempt to adapt.
(Left) In the permissive host, viral invasion of CD4+ T cells (A) may be facili-
tated by a lack of competition from endogenous CCR5 ligands, such as
CCL3L1, and by CCR5 genetic variants that favor efficient HIV coreceptor
binding. In this idealized individual, viral uncoating (B) and proteasomal pro-
cessing of viral proteins to create short (8 to 10 amino acid) peptide epitopes
(C) may produce a limited number of epitopes (due to HIV mutation/adap-
tation at proteasomal cleavage sites). These epitopes may be poorly recog-
nized by host HLA molecules (D). Subsequent presentation of HLA-bound
peptides may elicit only weak and narrowly focused CD8+-cytotoxic T cell
responses after binding of viral epitopes to the T cell receptor (E). This sce-
nario demonstrates the many possibilities for HIV adaptation and “escape”

from host immune responses, such that host-viral interactions represent a
dynamic system. (Right) In the nonpermissive host, a combination of host
genetic factors—in this case,“high” CCL3L1 gene copy number and a favor-
able repertoire of CCR5 alleles (for example, CCR5Δ32) and HLA alleles (for
example, HLA-B57)—direct efficient and powerful host cytotoxic T cell
(CTL) responses against HIV. If HIV adaptation is limited by low replicative
capacity and costs to viral fitness associated with CTL escape mutations,
then “long-term nonprogressor status” may be conferred on the host. In
both examples, the selection of adaptive mutations in HIV viral popula-
tions would be minimal. However, HIV diversity and adaptation would be
favored in the more common situation in which the host provides some
degree of barrier to productive HIV infection, but where the benefits of
adaptation (such as escaping HLA recognition) outweigh the potential
costs (for example, loss of viral fitness associated with mutation). Hence,
population-based therapeutic strategies, such as HIV vaccine develop-
ment, demand an improved understanding of how host-viral interactions
shape HIV diversity. Gonzalez et al. (1) provide more evidence that the
CCR5-ligand network is one of a number of highly polymorphic genetic
systems that need to be considered in these comprehensive models.
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nonadaptable organisms, such as poliovirus
and the smallpox (vaccinia) virus, using
empirical approaches. However, the many
remaining global health challenges caused
by adaptable organisms such as HIV require
more reductionist approaches that take this
inherent complexity into account. 

As we celebrate the centenary of Albert
Einstein’s theory of special relativity, the
thoughts of someone whose genius was based

on organizing complexity have a particular
resonance: “Everything should be made as
simple as possible, but not more simple.”
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O
n page 1447 of this issue, Lallement
et al. report exciting new observa-
tions of the local interstellar

medium, just beyond the boundary of the
heliosphere (the region influenced by our
Sun and its magnetic field) (1). The results
provide insights into how the supersonic
solar wind that flows outward from
the Sun interacts with the interstel-
lar medium.

The solar wind expands radially
outward from the Sun, sweeping out
the interstellar plasma and magnetic
field to create a vast spheroidal cav-
ity called the heliosphere. Well
beyond the orbit of Pluto, at about
100 astronomical units (AU; 1 AU is
the distance from Earth to the Sun)
from the Sun, the wind becomes too
dispersed to further push out the
interstellar medium, and the super-
sonic flow slows down abruptly at a
termination shock. The interaction
between the outward-moving solar
plasma and the interstellar plasma is
complicated and has been the topic
of much study and speculation. 

The motion of the local inter-
stellar plasma past the Sun com-
presses the heliopause on one side,
producing a droplike shape with an
extended tail (see the figure). The
surface separating the interstellar
plasma from the solar plasma is termed the
heliopause. Because the motion of the
interstellar plasma may be mildly super-
sonic, a weaker “bow shock” may be pres-
ent upstream of the heliopause.

The interstellar plasma carries a magnetic
field, the intensity and direction of which were
poorly known before the work of Lallement et
al. (1). In addition, the plasma contains neutral
gases, mainly hydrogen and helium, that also

flow past the heliosphere. The neutral hydro-
gen and helium and the charged plasma parti-
cles collide with each other, but on very large
scales compared to the size of the heliosphere.
The neutral atoms do, however, interact with
the heliosphere through various ionization
and charge exchange processes.

The size and shape of the heliosphere and
the nature of its interaction with the interstellar
medium depend on the properties of both the
solar wind and the local interstellar medium.
Data on the solar wind inside of the termina-
tion shock have been collected for several
decades, mostly from spacecraft. Its nature is
thus reasonably well known. Observations of
the local interstellar medium are more sketchy.

Neutral hydrogen and helium atoms in the
local interstellar medium can be detected
through their back-scattering of solar photons.
Absorption of starlight by nearby hydrogen in
the upstream direction can also be observed.

“Pickup ions,” which are created when an
electron is removed from neutral atoms by ion-
ization or charge exchange, can be observed in
the solar wind from spacecraft. Observations
of integrated line-of-sight effects on the radia-
tion from nearby stars provide further infor-
mation about the interstellar medium on scales
of several hundred thousand AU (2).

Energetic particle observations from
Voyager 1 since mid-2002 suggest that it is
approaching the termination shock. The
spacecraft is now at a distance of about 90 AU
from the Sun; Voyager 2 is still closer to the

Sun at about 70 AU. Two groups
have reported (3, 4) a dramatic
enhancement in the anomalous cos-
mic ray intensity from mid-2000 to
early 2003 at Voyager 1, but not at
Voyager 2. However, they inter-
preted the data very differently.

Krimigis et al. (3) concluded that
the observed increase occurred when
the termination shock moved inward
and crossed the path of Voyager 1,
and that the event ended when the
shock recrossed the spacecraft’s
path. In contrast, McDonald et al. (4)
concluded that the spacecraft had not
yet crossed the shock. This issue is
still a matter of controversy, although
magnetic field and radio (5, 6) data
provide no evidence of a shock cross-
ing. A similar second event has since
been observed (7).

Theoretical studies have attempt-
ed to interpret the observed enhanced
cosmic ray intensities (8–10). The
overall shape of the heliosphere is
important in understanding the data.

However, because the spacecraft data are
essentially single point observations, they do
not directly constrain the shape. This is where
the new observations of Lallement et al. (1)
are important. The interstellar magnetic field
carried with the interstellar plasma exerts
forces on the plasma that change the nature of
its interaction with the heliosphere. In particu-
lar, if the magnetic field is not oriented parallel
or perpendicular to the direction of the inter-
stellar plasma flow past the heliosphere, it can
produce a lateral asymmetry in the helio-
spheric shape (see the figure).

Using observations of solar radiation

A S T R O N O M Y

Our Interstellar Neighborhood
J. R. Jokipii

The author is in the Department of Planetary
Sciences, University of Arizona, Tucson, AZ 85721,
USA. E-mail: jokipii@lpl.arizona.edu

Heliopause

Termination
shock

Bow shock

Interstellar
flow

Magnetic
field

How the heliosphere interacts with the interstellar medium. The
figure shows the plane containing the magnetic field and the inter-
stellar medium velocity vector. The interstellar plasma and neutral
hydrogen and helium flow in from the left. The plasma produces the
shapes of the termination and bow shocks and carries with it a mag-
netic field.The asymmetric magnetic field forces cause the shock sur-
faces to be closer to the Sun at the bottom and flared out at the top.
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back-scattered from interstellar hydrogen
atoms, Lallement et al. (1) have detected a
small (about 4°) difference between the flow
directions of neutral hydrogen and helium in
the region where the interstellar medium
and the heliosphere interact. Well away from
the heliosphere, the helium and hydrogen in
the interstellar medium should move in the
same direction at the same speed. But nearer
to the heliosphere, the two gases are ex-
pected to behave differently. Helium is not
affected much by the interaction with the
outer parts of the heliosphere, whereas
hydrogen is slowed and can also be deflected
sideways by any lateral asymmetry in the
shape of the heliosphere, such as that pro-
duced by the interstellar magnetic field.

Lallement et al. point out that the most
plausible cause of the observed deflection is
a lateral asymmetry caused by the interstel-
lar magnetic field. The physical picture is

complex, but based on their observations
and results from numerical simulations, the
authors present a convincing picture. They
determine the angular direction (but not the
sense) of the projection of the magnetic
field on the sky. The fact that the magnetic
field is sufficiently strong to change the
shape of the heliosphere also places con-
straints on its magnitude, although the
authors do not discuss this point. 

Radio emissions observed by the
Voyagers over the past 12 years have recently
been interpreted as constraining the direction
of the local magnetic f ield (11). This
approach yields a different direction from
that found in (1), but it is less direct.

The observations reported by Lallement
et al. (1) substantially improve our under-
standing of both the nature of the interaction
of the Sun with its local interstellar environ-
ment and the structure of the local interstel-

lar medium. Future in situ measurements of
the magnetic field, perhaps from Voyager 1,
may allow its magnitude and the full three-
dimensional vector to be determined.
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hether a protein is targeted for inser-
tion into a cell membrane or for
transport across the cell membrane,

it is directed to the same molecular structure in
the endoplasmic reticulum known as the
translocon. The translocon is a membrane pro-
tein with the dual capacity to insert or secrete a
newly synthesized polypeptide chain. How
does the translocon decide which task to per-
form? The instructions must reside within the
amino acid composition of the substrate pro-
tein, but exactly what is this information and
how does the translocon read it? Given that
transmembrane helices are mostly composed
of hydrophobic amino acids (such as
isoleucine, leucine, phenylalanine, and
valine), the degree of hydrophobicity clearly is
important. However, given the structural com-
plexity of biological membranes, the informa-
tion “code” might be more complicated than
the degree of hydrophobicity alone. 

New studies by Hessa, von Heijne, White
and their colleagues in a recent issue of Nature
(1) and on page 1427 of this issue (2) reach an
astonishingly simple explanation for how the
decision is made by the translocon to insert or
secrete its substrate protein. The new findings
place constraints on physical models for how
the translocon might work, but more impor-

tantly, they allow the prediction of energetic
stability in transmembrane helices. The pre-
dictions are not always intuitive and suggest
altogether new possibilities for membrane
protein structure and mechanism of action.

The authors begin by asking a simple
question: How does the translocon respond
when it is challenged with a polypeptide
whose hydrophobicity is intermediate
between that of a protein that is normally
inserted and one that is normally secreted?
Their assay makes use of a carrier membrane
protein that they have modified by inserting a
test polypeptide segment into a carboxyl-ter-
minal region that is normally exposed to the
extracellular milieu. This test segment is
flanked on both sides by glycosylation accep-
tor sites, which permit detection of its position
within the cell membrane. If the segment is
secreted (that is, delivered to the luminal
space of the endoplasmic reticulum in pancre-
atic microsomes), then both glycosylation
acceptor sites become glycosylated. However,
if it is inserted into the membrane, then only a
single site becomes glycosylated. 

So, what is the destiny of a 19–amino acid
test segment with an intermediate degree of
hydrophobicity? The answer is that the test
segment partitions between two possible out-
comes—a fraction of it is secreted and a frac-
tion is inserted into the membrane. The frac-
tion that is inserted increases as hydrophobic-
ity increases, for example, when alanine

amino acid residues are systematically
replaced with leucine. Quantification of this
effect leads to a fundamental observation: The
probability of insertion is related to the num-
ber of leucine residues (that is, to the degree of
hydrophobicity) according to a Boltzmann
distribution. This distribution implies that
partitioning between inserted versus secreted
states is determined by the energy difference
between possible outcomes in an equilibrium
process. The energy difference is given by the
sum of individual contributions from each
amino acid in the test segment. 

How much energy does it cost to insert a
leucine, an arginine, or any other amino acid
into a cell membrane? This question is
answered by changing the central amino acid
in the test segment and measuring its effect
on the ratio of inserted to secreted fractions.
To make accurate measurements, the authors
counterbalance highly polar and charged
amino acids that are energetically unfavor-
able inside the membrane by increasing
hydrophobicity at other positions within the
test segment. This forces the energetically
unfavorable amino acids to enter the mem-
brane (see the figure). From these measure-
ments, the investigators construct a quantita-
tive amino acid energy scale for the propen-
sity of translocon-mediated membrane inser-
tion. The authors call it the “biological”
hydrophobicity scale, and remarkably, it cor-
relates very well with the Wimley-White
scale, which is based on equilibrium free
energies determined from the partitioning of
peptides between water and octanol (3). The
close correlation between the true equilib-
rium chemical scale of Wimley-White and
the new biological scale further reinforces the
idea that translocon-mediated membrane
insertion reflects an equilibrium process. It
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also nicely illustrates how an apparently com-
plex cellular process can be reduced to the
simple rules of chemical thermodynamics. 

The hydrophobic core of a cell membrane is
sandwiched between the polar head group lay-
ers of its constituent phospholipids (see the fig-
ure). Given this structural complexity, one
might expect that the energetic contribution of
an amino acid would depend on its position
along the test segment—and it does, at least for
some amino acids. A larger energetic penalty is
incurred when polar and charged amino acids
are placed near the center of the membrane.
This makes perfect sense,
because close to the polar head
group layers electrostatic forces
help to stabilize the positive
charge of arginine or lysine side
chains. And if there is a gradient
of water molecules tending to
penetrate the membrane surface,
then polar side chains closer to
the edge will gain an energetic
advantage through partial hydra-
tion by even one or two water
molecules. Tryptophan and tyro-
sine are especially interesting
because they are energetically
unfavorable at the membrane
center, but energetically favor-
able near the head group layers.
In other words, there are energy
wells near the edge of the mem-
brane for these particular amino
acids. This finding offers a sim-
ple explanation for why trypto-
phan and tyrosine are usually
found near the membrane-water
interface of membrane proteins
(4). In their energy wells, these
amino acids confer stability to a
protein’s transmembrane helix. 

Let’s return to the question
of how the translocon knows what to do with
the polypeptide segment that sits inside of it.
The authors offer a simple explanation based
on the apparent equilibrium behavior of the
system. If the translocon allows the peptide
segment to sample the lipid environment
while it is being transported across the mem-
brane, then the peptide is presented with a
choice: It can either dissociate from the
translocon and insert itself into the mem-
brane or it can remain adherent to the translo-
con and continue across the membrane. The
final outcome is dictated by the amino acid
composition and sequence of the peptide.
The basic idea—that the peptide segment
samples its environment and is essentially at
equilibrium with the membrane and the
translocon channel—is elegant in its sim-
plicity. The idea also seems compatible with
the crystal structure of a prokaryotic
homolog of the endoplasmic reticulum
translocon, which is closed, but is proposed

to open from the side into the membrane (5).
What do these results tell us about trans-

membrane helix stability and membrane pro-
tein structures? They suggest that far more
powerful membrane helix prediction algo-
rithms can be developed, because the biological
hydrophobicity scale, together with position-
dependent energy terms for each amino acid,
provides a rich data set with which to analyze
protein sequences. Such predictions might
seem to be of limited use because most helical
membrane proteins simply contain the most
hydrophobic amino acids (isoleucine, leucine,

phenylalanine, and valine) in the center of their
membrane-spanning helices, with tyrosine and
tryptophan near the water interface (4). The
biological hydrophobicity scale predicts that
these amino acids will give rise to the most sta-
ble membrane-spanning helices. But the scale
also predicts that less stable helices are thermo-
dynamically possible. Recall, for example, that
the authors used the principle of energetic
counterbalance to force polar and charged
amino acids into the hydrophobic center of the
membrane. Is it possible that nature could have
done the same thing to endow proteins with
specific functions? From extensive studies of
soluble proteins, we know that function is very
often achieved at the expense of structural sta-
bility. Shouldn’t the same sort of balancing act
between the requirements of protein stability
and function apply to membrane proteins?

In this issue, Hessa et al. (2) demonstrate
such a balancing act with their study of the volt-
age sensor of the KvAP voltage-dependent K+

channel of an archaebacterium (6, 7). KvAP
and other voltage-dependent ion channels con-
tain a transmembrane “S4” helix with posi-
tively charged arginine residues. S4 moves its
charges relative to the membrane electric field
when the channel opens, conferring voltage
dependence. Because of its positive charges, S4
was considered too unstable near the low-
dielectric lipid membrane, and so it was
thought to be located in an aqueous environ-
ment surrounded by protein (8). But structural
and functional studies of KvAP suggest that S4
is located at the protein-lipid interface (6, 7). Is

such a location thermodynami-
cally possible? The membrane-
insertion assay shows that S4 is
inserted as a transmembrane
helix with ~50% probability. As
the authors point out, this is an
ideal situation for a voltage-
dependent switch that changes
its position in response to volt-
age changes. What is most
impressive is that the authors
decompose S4 into individual
amino acid energy terms and
demonstrate that the probability
of insertion is essentially pre-
dictable. The key to prediction is
to understand energetic counter-
balance (hydrophobic amino
acids work against polar amino
acids through additivity of
energy terms) as well as posi-
tional dependence (the energy
penalty for arginine peaks
sharply near the center of a
transmembrane helix). 

Analysis of the protein
structure database has led us to
expect that helical membrane
proteins should always have
maximally stable transmem-

brane helices. The new studies (1, 2) show
that this does not have to be the case. If spe-
cific functions are required, less stable trans-
membrane helices are possible. It is intrigu-
ing to ponder what nature might have in store
for us in our quest to understand the structures
and mechanisms of membrane proteins.
Oddities like voltage-dependent ion channels
might be just the tip of the iceberg. 
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Two important aspects of transmembrane-helix stability. (Left) Hydrophobic
amino acids of membrane proteins are favored inside the lipid membrane interior,
whereas hydrophilic amino acids are favored in the aqueous exterior. Whether a
transmembrane α helix is stable inside the membrane depends on a net energy bal-
ance. Hydrophilic and even charged amino acids become inserted into the mem-
brane if they are forced to do so by a sufficient number of hydrophobic amino acids.
This idea of energetic counterbalance is illustrated by a tug-of-war between
hydrophobic amino acids (phenylalanine, leucine, and isoleucine) and a hydrophilic
amino acid (arginine). (Right) The energy cost for transferring a positively charged
amino acid such as arginine from water to the membrane depends on its depth in the
membrane.The “energy hill” is sharply peaked and is mostly concentrated within a
distance of ~8 Å on either side of the middle of a 30 Å–wide hydrophobic core.
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The structure of the KvAP voltage-dependent

Kþ channel shows two distinct features: the

voltage-sensor domains and the central pore

domain (1). The critical element in the

sensor domains in virtually all voltage-

gated ion channels is the S4 helix, which

contains four or more regularly spaced Arg

residues interspersed with hydrophobic res-

idues. Voltage activation has been sug-

gested to involve paddles, each composed

of a mildly hydrophobic S3 helix packed

against a highly charged S4 helix, that move

through the lipid bilayer in response to

membrane depolarization (2). This contro-

versial mechanism of gating is at odds with

models that envisage the

S4 segment as isolated

from the lipid bilayer

in canaliculi within the

channel protein. At the

heart of the controver-

sy is the idea that the

paddle model is implau-

sible, because of the en-

ergetic cost of burying

charges in a lipid bi-

layer (3).

We investigated the

membrane insertion of

the KvAP S4 helix using

an experimental system

(4, 5) that permits accu-

rate measurements of

the apparent free energy

(DG
app

) of translocon-

mediated integration of

transmembrane (TM)

helices into the endoplas-

mic reticulum (ER) mem-

brane (Fig. 1A). Using

this system, we previous-

ly derived a base bio-

logical hydrophobicity

scale and demonstrated

that the contribution

to DG
app

can depend

strongly on a residue_s
position within the

helix (4).

The isolated S4 helix

inserts to a measurable

extent as a TM helix

(DG
app

0 0.5 kcal/mol)

(Fig. 1B). An S4-related

segment with two of the Arg residues moved

one step toward the C terminus (S4mut)

inserts even better (DG
app

0 0.0 kcal/mol).

Membrane integration in this system likely

reflects a peptide_s ability to partition across

a lipid bilayer (4); thus, we conclude that

the S4 helix is poised near the threshold of

efficient bilayer insertion, which makes

sense for a voltage-dependent switch. Ear-

lier studies have shown that the S4 helix

can associate to some extent with the ER

membrane as assayed by resistance to alka-

line extraction (6).

To resolve how a segment containing four

Arg residues can show this kind of behavior,

we scanned single Arg and Gly residues across

a hydrophobic, 19-residue-long segment and

measured DG
app

for each construct. The

contribution of the Arg residue to DG
app

depended strongly on its position within the

segment (Fig. 1C). Using the base biological

hydrophobicity scale (4) without taking the

positional variation for the Arg and Gly

contributions into account yields an estimated

DGcalc
app

of 3.9 kcal/mol for the S4 segment (5).

However, including the position-dependent

corrections derived from Fig. 1C reduces

DGcalc
app

to 0.9 kcal/mol (0.4 kcal/mol for

S4mut), close to the experimental value. If

one or two of the Arg residues in S4 are

partially shielded from direct lipid contact

in the intact Kþ channel structure, as has

been proposed (7), DG
app

might be further

reduced.

Our results suggest that the paddle model

is not inconsistent with the high Arg content

of S4. They also highlight the importance of

residue position within TM helices as a

determinant of insertion efficiency, an aspect

that current TM helix prediction schemes do

not address adequately. The physical basis for

the TM stability of S4 is not entirely clear,

but molecular dynamics simulations suggest

that the membrane-buried Arg may be

accompanied by a few water molecules (8).

References and Notes
1. Y. Jiang et al., Nature 423, 33 (2003).
2. Y. Jiang, V. Ruta, J. Chen, A. Lee, R. MacKinnon,

Nature 423, 42 (2003).
3. M. Grabe, H. Lecar, Y. N. Jan, L. Y. Jan, Proc. Natl.

Acad. Sci. U.S.A. 101, 17640 (2004).
4. T. Hessa et al., Nature 433, 377 (2005).
5. Materials and methods are available as supporting

material on Science Online.
6. L. Tu, J. Wang, A. Helm, W. R. Skach, C. Deutsch,

Biochemistry 39, 824 (2000).
7. R. MacKinnon, Science 306, 1304 (2004).
8. J. A. Freites, S. H. White, unpublished data.
9. We thank E. Missioux. Supported by the Swedish

Cancer Foundation, the Marianne and Marcus
Wallenberg Foundation, the Swedish Research Coun-
cil (G.v.H.), and the National Institute of General
Medical Sciences (grant nos. GM46823 and
GM68002, S.H.W.).

Supporting Online Material
www.sciencemag.org/cgi/content/full/307/5714/1427/
DC1
Materials and Methods

27 December 2004; accepted 19 January 2005
Published online 27 January 2005;
10.1126/science.1109176
Include this information when citing this paper.

BREVIA

1Department of Biochemistry and Biophysics, Stock-
holm University, SE-106 91 Stockholm, Sweden.
2Department of Physiology and Biophysics and the
Program in Macromolecular Structure, University of
California at Irvine, Irvine, CA 92697–4560, USA.

*To whom correspondence should be addressed.
E-mail: gunnar@dbb.su.se

RM: - + +

S4 S4mut

30 kDa

46 kDa

ER lumen

cytoplasmY
P2

Y G1

G2
P1

S4

Y

P2

Y

S4

G2

G1

P1

TM2TM1

inserted

translocated

A B

C

-2.0

-1.6

-1.2

-0.8

-0.4

0.0

0.4

0.8

2 4 6 8 10 12 14 16 18

∆
G

ap
p 

kc
al

/m
ol

position

Arg

Gly

Fig. 1. (A) Our test protein (Escherichia coli Lep) has two N-terminal
TM segments (TM1 and TM2), a cytoplasmic loop (P1), and a large luminal
domain (P2). The KvAP S4 segment was inserted into the P2 domain,
where it is flanked by two glycosylation acceptor sites (G1 and G2). If
S4 integrates across the membrane, only G1 will be glycosylated (left);
otherwise both G1 and G2 will be glycosylated (right). The apparent
free energy of insertion of S4 is defined as DGapp 0 –RT ln( f1g/f2g),
where R is the gas constant, T is the absolute temperature, and f1g and
f2g are the fractions of singly and doubly glycosylated molecules,
respectively. (B) Membrane integration of S4 and S4mut. Plasmids
encoding the constructs were transcribed and translated in vitro in the
absence (–) and presence (þ) of dog pancreas rough microsomes (RM)
(5). White dot, unglycosylated protein; one black dot, single glyco-
sylation; two black dots, double glycosylation. (C) Scans with a single
Arg (red) or Gly (green) in the test segments 1R/6L/12A and 1G/4L/14A
(5). The positions of Arg and Gly are indicated on the x axis. Circles
indicate the positions in S4; the repositioned Arg residues in S4mut
are dashed.
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The serpentinite-hosted Lost City hydrothermal field is a remarkable submarine
ecosystem in which geological, chemical, and biological processes are intimately
interlinked. Reactions between seawater and upper mantle peridotite produce
methane- and hydrogen-rich fluids, with temperatures ranging from G40- to
90-C at pH 9 to 11, and carbonate chimneys 30 to 60meters tall. A low diversity
of microorganisms related to methane-cycling Archaea thrive in the warm
porous interiors of the edifices. Macrofaunal communities show a degree of
species diversity at least as high as that of black smoker vent sites along the
Mid-Atlantic Ridge, but they lack the high biomasses of chemosynthetic
organisms that are typical of volcanically driven systems.

In 1979, the world was astounded by the

discovery of hydrothermal chimneys and

black smoker vents driven by the cooling of

magma beneath mid-ocean ridges and host-

ing oases rich in chemosynthetically based

biological communities (1). Since that piv-

otal find, more than 200 vent fields have

been documented in the ocean basins (2).

The associated metal deposits and diverse

biota of clams, tubeworms, and swarming

shrimp have become the familiar hallmarks

of submarine hydrothermal vent systems.

Many of these high-temperature systems are

restricted to the axis of the global mid-ocean

ridge spreading network, where more than

85% of Earth_s magmatic output is localized

(3). This localization has led researchers to

focus on an extremely narrow corridor (G1 to

5 km wide) along the axis of the ridge.

In 2000, a hydrothermal field called Lost

City was serendipitously discovered more

than 15 km away from the spreading axis of

the Mid-Atlantic Ridge (MAR) at a water

depth of 750 to 900 m (Fig. 1). Initial studies

based on a single dive by the deep submer-

gence vehicle Alvin showed that it was un-

like any hydrothermal system found to date,

hosting diffusely venting carbonate monoliths

towering tens of meters above the seafloor

(4). The composition of its fluids derives

from reactions between seawater and uplifted

mantle peridotite rather than from interactions

between seawater and cooling basalts (4).

Subsurface, exothermic, mineral-fluid re-

actions associated with the oxidation of iron

in cooling mantle peridotite produce alkaline

fluids rich in hydrogen and methane at

venting temperatures up to 90-C (4, 5). These

high-pH volatile-rich fluids trigger carbonate

precipitation upon mixing with seawater and

serve as important energy sources for micro-

organisms that thrive in the porous chimney

walls.

These peridotite-hosted biotopes differ

substantially from axial, magmatically driv-

en vent systems in which carbon dioxide and

hydrogen sulfide are the dominant volatile

species (5, 6). Exposed serpentinized perid-

otites are widespread (7–10), and reactions

similar to those producing the Lost City

hydrothermal field (LCHF) are probably

common in these areas, implying that there

may be extensive unexplored regions of the

ocean basins harboring life forms that are not

solely supported by magmatically driven

hydrothermal flow. In addition, peridotite-

hosted systems can be long-lived: 14C dating

shows that hydrothermal activity at Lost City

has been ongoing for at least 30,000 years

(11). Modeling of this system suggests that

hydrothermal activity sustained by serpen-
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Fig. 1. (A) The Atlantis massif is located È15 km to the west of the MAR axial valley. The
intersection of the Atlantis Fracture Zone and the MAR is marked by a È6000-m-deep nodal basin.
Within a horizontal distance of È20 km, the seafloor rises to within 700 m of the surface. On the
basis of magnetic data, the massif has been uplifted at rates comparable to those of the
Himalayan mountains (15). Well-developed corrugations on the surface of the massif are believed
to be traces of a long-lived detachment fault that dips gently beneath the axis of the MAR (15).
The flat elongate bench on the eastern side of the massif is interpreted as the hanging wall of the
fault and is composed of volcanic material. Lost City is located within the small box near the
central summit of the massif. (B) Shaded bathymetric map based on ABE data for the LCHF and
adjacent terrain. Most of the small mound-shaped structures are individual chimneys or clusters of
carbonate chimneys that delineate an east-west trend that marks a major lineament. A zone of
continuous carbonate composed of multiple edifices forms the core of the field. It extends nearly
200 m in length and several tens of meters down the cliff face to the south. Hydrothermal fluids
are weeping actively from many of these steep cliffs. S1, fig. S1.
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tinization reactions may last for hundreds

of thousands of years (11, 12). Alkaline

systems such as the LCHF may have been

characteristic of early Earth hydrothermal

environments, where the eruption of Mg-rich

komatiitic lavas was common (13).

In 2003, a second expedition returned to the

LCHF to study the linkages between hydro-

thermal alteration of mantle peridotite, fluid

geochemistry, and biological activity. The field

program included 19 dives with the submers-

ible Alvin and an unconventional mapping

effort with the Autonomous Benthic Explorer

(ABE) in this area of extreme topography

(14). Ten discrete active vent sites were

sampled for the first time for co-registered

fluids, rocks, and biota (Figs. 1 and 2 and fig.

S1). Here we present an integrated summary

of our field studies and laboratory findings.

Our results provide a comprehensive over-

view of the geological and structural controls

on fluid flow at Lost City and elucidate the

consequences of fluid/rock interaction in the

basement for fluid chemistry and chimney

growth and for the life that can be supported

in these environments.

Geologic setting. The Alvin and ABE

surveys delineate the southern scarp of the

massif and the major fault lineaments that

intersect it (Figs. 1B and 2 and fig. S1).

Variably foliated serpentinite, talc-amphibole

schist, and metagabbroic rocks make up the

nearly continuous cliffs at the top of the

scarps to the northwest and northeast of

the LCHF. Near the summit of the massif,

we identified a È50-m-thick mylonitic-to-

cataclastic shear zone that includes lenses

of less deformed material (Fig. 3 and fig. S1).

This shear zone is probably the long-lived

detachment fault that exposed the mantle

and lower crustal rock sequences that make

up the massif (15). This zone grades down-

ward into massive jointed rocks that lack a

strong deformation fabric. The basement rocks

in the vicinity of the field are cut by veins of

calcite and aragonite, which derive from

some of the oldest hydrothermal activity at

this site (11).

The summit of the massif is capped by 1

to 3 m of flat-lying sedimentary breccias

overlain by variably lithified, fossiliferous

pelagic limestone with sparse bedrock clasts.

The breccias probably represent debris slide

deposits shed onto the sloping detachment

fault surface when it defined the median

valley wall. As that surface moved off axis

and flattened into its present subhorizontal

orientation, the sedimentary regime changed

from clastic to pelagic. Exiting high-pH hydro-

thermal fluids generated by serpentinization

probably enhanced carbonate precipitation and

cementation of these sediments (16). The re-

sulting cap rock was important in the forma-

tion of the LCHF, acting as an impervious

lid trapping both fluids and heat.

The LCHF. The LCHF lies atop the

sedimentary cap rock, on a triangular down-

dropped block that forms a terrace on the edge

of the south wall (Figs. 1B and 3). Our

mapping indicates that the largest and most

active vents are along an east-west trending

lineament more than 300 m long (Fig. 1B and

fig. S1). The lineament is intersected by a fault

trending approximately north-south, which

exposes massive jointed outcrops of relatively

undeformed serpentinized harzburgites that

form the major north-south ridge just south of

the field. Toward the top of the scarp, these

rocks are strongly foliated and are overlain by

the sedimentary cap rocks. This distinctive

surface is seen in the higher scarps to the

northeast and northwest. The difference in

depth between equivalent outcrops indicates

that there has been at least 150 m of vertical

displacement on a fault that trends west-

northwest. This fault and faults with similar

trends are essentially parallel to the nearby

Atlantis Transform fault. Transform-parallel

faults with extensive vertical offsets are typical

of many other oceanic massifs (7, 17).

The fracture and fault network in the

basement provides permeable pathways that

control outflow at the main vent sites. In addi-

tion to the subvertical faults that channel flow

to the largest structures, much of the sub-

surface flow emanates from surfaces that are

parallel to basement foliation and subparallel to

gently west-dipping faults (Fig. 3). The steep

faults expose relatively old inactive stockworks

Fig. 2. Three-dimensional
view, looking toward the
northeast, of the LCHF.
This image is based on
17 ABE missions using
the SM2000 sonar sys-
tem in a down-looking
and side-looking mode.
The LCHF is in the fore-
ground; at depths less
than È900 m, the area
is characterized by near-
ly continuous carbonate
chimneys, spires, and
debris. The massive
pinnacles at the sum-
mit of this platform are
the composite, actively
venting edifices that
make up the massive
60-m-tall structure
called Poseidon. The area is characterized by extreme topographic relief, with vertical-to-subvertical cliffs
and overhanging ledges in the serpentinite bedrock. The smooth surface in the background is the summit of
the Atlantis massif.

Fig. 3. Diagrammatic
sketch showing geologic
and tectonic relation-
ships at Lost City. Hy-
drothermal structures
are located on a faulted
down-dropped block of
variably altered and de-
formed crust composed
predominantly of ser-
pentinite. It is likely that
hydrothermal flow is fo-
cused by intersecting
fractures associated with
transform fault develop-
ment and uplift of the
massif. In addition, an up
to 40% increase in rock
volume resulting from
serpentinization may en-
hance fracturing, signifi-
cant mass wasting (in a
manner analogous to
subaerial frost action),
and hydrothermal flow.
The networks of carbonate veins and carbonate cemented breccias associated with this field are very similar to
ophicalcite deposits found in Alpine ophiolites and in other more ancient ophiolites.
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of carbonate veins and subhorizontal-to-

subvertical open fractures in the basement

rock. These are actively leaking hydro-

thermal fluid and feeding young white

hydrothermal precipitates (Fig. 4).

The white hydrothermal deposits range

from arrays of delicate fingerlike crystals to

beehivelike masses that are a few tens of

centimeters across, growing directly out of

cracks (Fig. 4E). Individual conduits are

sealed by growths of calcium carbonate.

Overgrowths and swaths of younger carbonate

cutting across older material suggest re-

activation and multiple stages of fracturing.

Control of the hydrothermal outflow by

fractures is particularly obvious where walls

of massive shingled carbonate have been

deposited on the steep scarps, highlighting

the fact that much of the LCHF plumbing

system is in marked contrast to the vertical

conduits that typify black smoker environ-

ments and continental sulfide deposits.

The core of the field is dominated by the

actively venting carbonate monolith called

Poseidon (fig. S1), an edifice that rises 960 m

above the seafloor (È800 m of water depth).

This composite structure is composed of four

large columns that are several meters in

diameter (Figs. 2 and 4B). These pinnacles

coalesce at their base to form a massive east-

west trending structure extending at least

50 m. Parasitic chimneys, resembling inverted

stalactites, are particularly abundant on the

northwest face, as are actively venting flanges,

or ledges that protrude several meters from

the main trunk (Fig. 4C).

The most visually striking region is just

northeast of Poseidon, in an area about 70 m

in length at a water depth of 800 to 900 m

(markers 7 and H, fig. S1). In this area, the

vertical serpentinite cliffs are draped with

deposits that have astoundingly diverse mor-

phologies. Fluids weeping from the scarp face

have produced clusters of delicate multi-

pronged carbonate growths that extend out-

ward like the fingers of upturned hands.

Multipinnacled chimneys, some reaching

10 m in height, grow vertically out of the cliff

faces (Fig. 4A), and single chimneys that

sprout from more gently dipping bedrock

reach 30 m in height (Fig. 4D and movie

S1). These structures form a nearly continu-

ous carbonate deposit that can be traced for

over 200 m in length along the 850- to 900-m

contour (fig. S1).

The northern portion of the field is bounded

by a shallow depression (Fig. 1B) that is closed

to the east and gradually deepens to the west.

Nicknamed ‘‘Chaff Beach’’ (fig. S1), this

gently sloping area is covered by variably

cemented foraminifera, pteropod shells, coral

debris, urchin spines, and hydrothermally

derived carbonate crust. Concentrations of

CH
4
in the water column here are 30 times

(55 nM) those in background ocean water at

depths È50 m above the seafloor [supporting

online material (SOM) text and fig. S1].

Hydrogen concentrations are over 100 times

(349 nM) those of background seawater

values. This ground fog of volatile-enriched

fluids may represent the leaking of diffuse

alkaline fluids through the underlying serpen-

tinites, leading to rapid lithification of the pe-

lagic sediments. Hydrocasts conducted È75

to 100 m east of the main field also detected

volatile enrichment up to 150 m above the

seafloor; the highest concentrations of CH
4

were measured here, reaching values of

180 nM.

Carbonate fluid chemistry. Geochemi-

cal and petrologic analyses of the carbonate

rocks reveal distinct differences between the

active and extinct structures. Actively venting

chimneys and flanges are highly porous, friable

formations composed predominantly of arago-

nite and brucite (Fig. 5). Brucite commonly

encloses dendritic feathery growths of arago-

nite, showing that it is a later phase probably

formed through mixing of magnesium-rich

seawater and hydrothermal fluid. Distinct

annular orifices, which are common in black

smoker systems, are rare at Lost City. In-

stead, fluids emerge from complex networks

of centimeter-sized channels. Petrographic

analyses of the carbonate chimneys show

fine anastomosing networks of carbonate lined

with brucite, indicating mixing of seawater

and hydrothermal fluids within the interior

walls.

In contrast to the active structures, extinct

chimneys are less porous, well lithified, and

have a higher abundance of calcite. Prolonged

lower-temperature interactions with seawater

Fig. 4. Hydrothermal
deposits at Lost City.
(A) Graceful, 10-m-tall,
actively venting car-
bonate chimney grow-
ing directly out of a
serpentinite cliff on
the eastern side of the
field. The small carbon-
ate deposits in the
background mark sites
of active and inactive
seeps along the steep
walls. (B) One of four
actively venting peaks
that make up the mas-
sive hydrothermal struc-
ture called Poseidon.
Young and/or actively
venting material is white
in color; inactive areas
are brown to cream-
colored. This pinnacle is
È4 m across. (C) The
base of the ‘‘IMAX’’
flange, which is a three-
story-tall spirelike growth
on the side of Poseidon.
This area is actively
venting 55-C fluids that
support dense microbial
communities. (D) Active-
ly venting 50-C pinnacle
on the east side of the
field, showing young
feathery growths of car-
bonate. This edifice is
growing in a large verti-
cal crevice within the
wall. Actively venting
carbonate flanges, which
are several meters across,
form overhanging ledges
above and to the sides
of the chimney. The
green-capped black
cylinder at the notch
between the two pinnacles was a biological experiment placed in active flow; it is È20 cm in
diameter. (E) Feathery carbonate growth rising from a vein within the serpentinite bedrock.
Many of these veins are several centimeters across. Near the summit of the massif they form
dense cross-cutting networks that mark fossilized stockwork systems, which fed past sites of
venting.
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and hydrothermal fluids within the chimneys

result in the conversion of aragonite to calcite,

the enrichment of some trace metals (such as

Mn, Sr, and Ti), and the dissolution of brucite

(SOM text). They also promote the incorpo-

ration of foraminifera within the outer ce-

mented walls of the carbonate structures.

Mineralogical transformations are reflected

in the bulk rock chemistry of the structures.

The most active structures contain up to 27

weight % (wt %) Mg and down to 5 wt % Ca,

whereas the extinct structures contain as little

as G1 wt % Mg and up to 36 wt % Ca.

Changes in strontium isotopic compositions

accompany these transformations, with the

youngest active samples yielding mantle-

influenced 87Sr/86Sr values of 0.7076 to

0.7079. Inactive samples yield ratios of up to

0.7090, which is near that of seawater (11).

Analyses of stable isotopes in 950 vent

and fissure-filling carbonates sampled in

2000 and 2003 yielded highly variable

carbon and oxygen isotope compositions

(SOM text). Although 970% of the samples

have d13C values close to marine values

within 2 per mil (°) of 0 versus Vienna Pee

Dee belemnite (VPDB) values, the range

extends from –7 to þ13°. The oxygen

isotope compositions vary from –7 to þ5°
(VPDB). A large number of samples have

d18O values 92° and probably reflect en-

richment in 18O during fluid/rock interac-

tion, either within the vent structures or in

the basement. Discrete carbonate veins and

bulk carbonate in the basement have d13C
values of –6 to þ3.5° and d18O values down

to –19°. Large differences occur within

single samples and at different locations, but

the greatest variations are in vent samples with

abundant brucite. This variability suggests that

fluid compositions, temperatures, and micro-

bial activity fluctuate geographically as well

as through time.

The LCHF provides a rare example of

seawater interacting directly with peridotite

exposed on the seafloor. The chemistry of the

fluids (and vent structures) is controlled by

relatively low-temperature (GÈ150-C) re-

actions between seawater and peridotite be-

neath the Atlantis massif. The hottest samples

collected from Poseidon (91-C) have Mg

concentrations of G1 mmol/kg, verifying that

a zero-Mg end member is produced in the

serpentinization reaction zone (SOM text).

Oxygen isotopic compositions of vent waters

(0.2 e d18O e 0.7° Vienna standard mean

ocean water) increase linearly with tempera-

ture and depletion of Mg. Concentrations of

sulfate in the hydrothermal end members are

1 to 4 mmol/kg. Significantly lower values

would be expected if anhydrite were being

precipitated. Accordingly, fluid temperatures

within the massif under Lost City currently

must be less than 150-C. The measured

venting temperatures overlap with temper-

atures calculated from d18O analyses of the

chimneys but are lower than those recorded in

some basement samples, which locally indi-

cate paleotemperatures up to È185-C (11).

In the high-pH (10 to 11) end-member

fluids, carbonate ion (CO
3
2–) is the dominant

form of dissolved inorganic carbon (DIC), and

carbonate alkalinity is less than one-third of

seawater values, whereas calcium concentra-

tions are elevated (up to 30 mmol/kg). Carbon

dioxide normally contributed by magmatic

sources at mid-ocean ridges is absent in the

LCHF fluids (5, 18). Thus, autotrophic orga-

nisms living in vents must be adapted to a low-

DIC, CO
2
-poor, and H

2
-rich environment.

Isotopic compositions (d13C) of DIC in the

fluids range from –8 to –2° in low-sulfate

end-member fluids and –1 toþ3° in samples

with sulfate concentrations closer to those of

seawater (SOM text). S-isotope compositions

of sulfate (d34S) range from þ30° (Vienna

Canyon Diablo troilite) in the end-member

fluids to þ21° in those fluids with higher

sulfate concentrations (SOM text). Although

we consider the d13C (DIC) values to be

minimum estimates (SOM text), the observed

compositions are consistent with those of the

vent carbonates and reflect the 13C-enriched

nature of carbon components in the LCHF

system. This covariance suggests local sulfate

reduction in the vent structures and/or in the

shallow subsurface.

Methane concentrations are elevated rela-

tive to seawater, but fall within a narrow

range between 1 and 2 mmol/kg. In contrast,

hydrogen concentrations vary from G1 to

15 mmol/kg, spanning the range for nearly all

vents measured along the global mid-ocean

ridge system (5, 18, 19). The extreme en-

richment of hydrogen with lesser methane is

characteristic of fluids formed through serpen-

tinization reactions (20–24). Methane of the

LCHF fluids has high d13C values of –13.6°
to –8.8° VPDB. These compositions are 5 to

10° enriched relative to CH
4
from East

Pacific Rise and southern Juan de Fuca fluids

(25–27), but are similar to CH
4
sampled near

ultramafic sequences of the Oman ophiolite

(28). They are slightly depleted (2 to 6°)

relative to CH
4
at the Zambales ophiolite (29).

As discussed in detail below, a determination

of the CH
4
source cannot be made from the

stable isotope data alone.

Life in high-pH systems. The metabolic

menu for autotrophic microbes at hydro-

thermal vents is defined by the fluid chemis-

try. In this respect, the LCHF offers markedly

different fare from that at magmatically

hosted sites on ridge axes. Hydrogen is the

dominant reduced product of serpentinization

reactions beneath the massif, and it is also the

most abundant energy source for microbes.

Methane is also found in these vent fluids.

Together, H
2

and CH
4

account for more

reducing power at the LCHF than sulfide,

which is the most abundant reduced product

in solution at hydrothermal sites associated

with basaltic volcanism (18). Concentrations

of dissolved metals are much lower at the

LCHF, and the suite of hydrothermal precip-

itates is completely different from that at

typical sulfide-hosted mid-ocean ridge vent

sites. These differences are reflected by the

distinct microbial communities found within

Fig. 5. Active vent deposits from Lost City. (A) Aragonite-rich sample recovered from near the
summit of Poseidon. The sample was bathed in 59-C hydrothermal fluids. (B) Closeup of sample
shown in (A), highlighting characteristic fragile intergrowths of aragonite and brucite. Carbonate
chimneys and vein material in areas of active venting are snow white in color, extremely friable,
and very porous. (C) Photomicrograph showing anastomosing aragonite intergrowths that are
reminiscent of filamentous bacteria present in areas of diffuse flow (movie S2). This sample was
recovered from a several-centimeter-wide ‘‘artery’’ of carbonate cutting the massif flanks of
Poseidon. Feathery growths of carbonate several centimeters long protrude from the vein in a
similar fashion to the deposit shown in Fig. 4E.
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carbonate samples in contact with the warm

high-pH hydrothermal fluids (30) (movie S2).

A suite of 960 active and inactive carbonate
structures and venting hydrothermal fluids

collected during the 2000 and 2003 cruises to

the LCHF were investigated to quantify the

numbers of microorganisms and their phylo-

genetic diversity (Table 1, Fig. 6, fig. S2, and

SOM text). A range of biotopes harboring

distinct microbial communities appear to be

present at the LCHF. Carbonate samples in

contact with active venting of warm volatile-

rich hydrothermal fluids consistently harbored

large numbers of microbes, nearly 107 to 108

cells per gram of wet weight (gww) (Table 1).

In contrast, there were lower densities (G107

gww) in extinct samples (Table 1).

Overall, 29 to 57% of the cell population

associated within active hydrothermal vent-

ing was counted by fluorescence in situ

hybridization (FISH), and all of the higher-

temperature (950-C) samples yielded a high-

er proportion of archaea than bacteria. These

results confirm our initial findings on a lim-

ited number of carbonate samples from the

2000 cruise, which showed the predominance

of a single phylotype related to the archaeal

order Methanosarcinales in spatially distinct

sites on the Poseidon edifice (SOM text)

(30). Between 70 and 990% of the archaeal

cells in all of the higher-temperature samples

hybridized with an oligonucleotide probe tar-

geting this phylotype (Table 1) (30). The more

recent samples support this conclusion and

further suggest that both methane-producing

and methane-consuming Archaea are present,

on the basis of analyses of the mcrA (Fig. 6)

and 16S ribosomal RNA (rRNA) genes (fig.

S2). Our analyses indicate that the methano-

sarcinal phylotype found at the LCHF appears

to be associated with carbonate-hosted environ-

ments in contact with higher-temperature end-

member fluids. In contrast, both 16S rRNA and

mcrA genes related to the anaerobic methane-

oxidizing phylotype ANME-1 were found in

cooler environments associated with hydro-

thermal flanges on the carbonate chimney and

carbonate-lined fractures along the walls of the

peridotite massif (Table 1).

Based on phylogenetic analyses, the eubac-

terial diversity associatedwith active carbonate

samples from the LCHF was similarly high;

sequences related to the Firmicutes were

present at higher-temperature sites, and repre-

sentatives of the Chloroflexi, epsilon, and

gamma proteobacteria occurred within cooler

environments (Table 1). The distribution of

Firmicutes at the LCHF is especially in-

triguing given the physiological adaptations

of this group to high temperature and high pH

(31). Additionally, some species within the

Firmicutes have been isolated from extreme

environments and are capable of oxidizing

hydrogen and reduced sulfur species. There-

fore, they may play a critical role in the

ecology of high-temperature environments at

the LCHF. The bacterial sequences found at

the LCHF included relatives of sulfur- and

Table 1. Biological Communities at Lost City.

Sample T (-C)*

Microscopy Phylogenetic analyses`

Cells
(gww)y

FISHz Archaea Eubacteria mcrA

A B MS MS AN-1 MG1 g d e Fm Cx MS AN-1

Poseidon
Marker 2 (IMAX)flange 53–60 0.6 � 108 to 5.2 � 108 33 18 29 þ þ þ þ þ
Marker 3: top 59–75 0.02 � 108 to 1.3 � 108 41 12 33 þ þ
Marker C: flange and spiree 54–70 0.1 � 108 to 8.4 � 108 28 23 19 þ þ þ þ þ þ þ þ
Beehive 91.4 5.8 � 106 21 8 18

Other chimneys
Marker 7: spire 24 GLOD 0 4.7 � 108 22 24 17
Marker H: spire and flange 17–67 0.03 � 108 to 3.1 � 108 19 38 10 þ þ þ þ
Peripheral (diffuse) regions 97 0.1 � 108 to 4.8 � 108 8 29 5 þ þ þ

Near wall
Spire on wall 97 2.3 � 108 to 7.4 � 108 25 13 14
Carbonate veins 97 GLOD 0 2.2 � 108 19 15 9 þ þ þ þ

Extinct samples Ambient GLOD 0 1.4 � 107 5 17 G1 þ þ
*Temperature (T) measured in situ either with Alvin’s temperature probe or with a sensor mounted on the hydrothermal fluid particulate sampler. .Number of organisms in gww; limit
of detection (LOD) 0 È 104 cells gww. -Fluorescence in situ hybridization (FISH). FISH data are in % of total cell numbers. Abbreviations are as follows: A, Archaea; B, Eubacteria; MS,
Lost City methanosarcinal phylotype. `Phylogenetic abbreviations are as follows: MS, Lost City methanosarcinal phylotype; AN-1, ANME-1; MGI, marine group 1 Crenarchaeota; g,
gamma proteobacteria; d, delta proteobacteria; e, epsilon proteobacteria; Fm, Firmicutes; Cx, Chloroflexi.

Fig. 6. Phylogenetic tree
of partially sequenced
mcrA clones isolated
from carbonate samples
relative to published
sequences constructed
with TREE-PUZZLE ver-
sion 5.0 (46). Quartet-
puzzling support values
are shown at branch
points; Methanocaldo-
coccus jannaschii was
used as the outgroup.
LCM1404-22, LCM1443-
49, LCM1443-12, and
LCM1446-4 were iso-
lated from marker C and
LCM1228-3 from mark-
er H, both of which are
actively venting struc-
tures (see fig. S1 for
locations). LCM1133-4
and LCM1557-12 were
isolated from carbonate
veins in serpentinite.
GenBank Accession
numbers for LCHF mcrA
clones are AY760633
through AY760639.
The scale bar represents
0.1 changes per nucleo-
tide base.
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methane-oxidizing phylotypes and sulfate-

reducing delta proteobacteria. The presence

of distinct methane- and sulfur-cycling micro-

bial communities at multiple temperature and

environmental settings indicates a complex

interaction between subseafloor geochemical

processes at this site and chemolithotrophic

microbial activity.

Structural and isotopic studies of lipid bio-

markers in the LCHF samples document the

presence of particular microbial lineages and

the importance of specific metabolic processes.

The carbonate vent structures contain up to

0.6 wt % total organic carbon (TOC), indicating

a relatively high content of living and dead bio-

mass within the vent structures. Abundances

of 13C
TOC

varied widely from –3.1 to –18.1°
(SOM text and table S1). Lipid extracts yield-

ed abundant archaeal biomarkers consistent

with results of the DNA analyses. The ether

lipids archaeol, sn-2 and sn-3 hydroxyarchaeol,

a putative dihydroxyarchaeol, and the hy-

drocarbon 2,6,10,15,19-pentamethylicosane

(PMI), all found in the LCHF samples, have

been linked to archaeal methanogens and

methanotrophs (32, 33). Less prevalent at the

LCHF were biomarkers indicating the presence

of eukaryotes (sterols) and bacteria (hopanoids).

However, the presence at several vents of

glycerol mono- and diethers with saturated and

unsaturated C
15

to C
20

n-alkyl chains indicates

that bacterial sulfate reduction may also be an

active metabolic pathway. These data are also

consistent with the observed strong negative

correlation between concentrations of total

sulfide and sulfate in LCHF vent fluids.

The archaeal populations are unusually

enriched in 13C. Values of d13C for TOC are

positively correlated with the abundance of

archaeal lipids. TOC from chimneys on the

far eastern side of the field and from near the

base of Poseidon is enriched in 13C (d 0 –4.6,

-3.1° VPDB) and relatively rich in archaeal

lipids, whereas a sample from a 91-C beehive

structure on Poseidon has low concentrations

of archaeal lipids and TOC with d 0 –18.5°.

The causes of this trend can be examined by

means of compound-specific isotopic analy-

ses. The archaeal lipids discussed above have

d values ranging from –8.5 to þ4.8° VPDB

and they average –0.3°. Glycerol mono- and

diethers are similarly enriched in 13C, whereas

bacterial fatty acids are significantly depleted

at –25°. The isotopic composition of TOC

must therefore represent a mass balance of

isotopically distinct components.

The close association of archaea with

sulfate-reducing bacteria that produce glycerol-

ether lipids invites comparisons with micro-

bial consortia operative at methane seeps

(33, 34). In seep environments, the two fam-

ilies of ether-linked lipids (archaeal and bacte-

rial) have similar isotopic compositions. At the

LCHF, the archaeal lipids are highly enriched

in 13C and are associated with relatively heavy

d13C values of CH
4
in the vent fluids. The high

H
2
concentrations, the occurrence of 13C-

enriched carbonate minerals (up to þ13°),

and the abundance of 13C-enriched archaeal

lipids are all consistent with a role for H
2
-

consuming methanogens that use seawater DIC

as a substrate and thus produce both CH
4
and

biomass that is unusually enriched in 13C.

Therefore, in addition to an abiogenic origin of

methane, produced by Fischer-Tropsch–type

reactions involving H
2
and either mantle CO

2

or seawater bicarbonate, microbial activity is a

viable source of CH
4
at Lost City. Given the

wide variations in temperature and redox state,

it is likely that further investigations will

reveal a mosaic of processes, both abiotic and

microbially catalyzed.

The highly sculpted large surface area of

the Lost City structures provides ample space

for faunal habitats, and many invertebrates

were located within the porous channels and

crevices of the carbonate. Actively venting

carbonate habitats (È10- to 40-C) were

dominated by several species of gastropods

and amphipods, including Bouvierella affn.

curtirama. The most abundant nonvent fauna

were deep-sea euphausids and the amphipod

Primno evansi (SOM text), which were

probably attracted to the submersible lights

during their diurnal vertical migrations. The

hydrothermally active portions of friable

flanges and spires were inhabited by nu-

merous species of endemic polychaetes,

nematodes, ostracods, stomatopods, and bi-

valves. Nonventing habitats less than a few

meters away (such as the sides of inactive

solidified carbonate structures, sedimented

areas, and breccia cap rock) were dominated

by nonendemic Lophelia, gorgonian, and

Desmophyllum corals; galatheid crabs; turrid

gastropods; foraminifera; pteropods; urchins;

asteroids; ophiuroids; and typical deep-sea

barnacles (such as Poecilasma aurantia and

Metaverruca inermis). Thus, the boundary

between vent and nonvent habitats is strong-

ly demarcated at Lost City.

Initial in situ visual observations of the Lost

City edifices suggested a notable absence of

fauna (4), and even a cursory biomass compar-

ison between the dominant Lost City fauna and

Mid-Atlantic Ridge, East Pacific Rise, and

Juan de Fuca vent fauna revealed significant-

ly lower macrofaunal biomass at Lost City.

The largest contributor to biomass at Lost City

is the large mobile megafauna, including the

wreckfish (Polyprion americanus), cut-throat eels

(Synaphobranchus kaupi), and large geryonid

crabs, which were all readily visible around

active vents. The high-pH CH
4
- and H

2
-rich

fluids are poor in the sulfide species that are

typically relied on by vent faunal assemblages,

and these factors may contribute to the rel-

atively lower biomass observed at Lost City.

Despite the absence of readily observable

fauna, the LCHF supports a species diversity

that appears to be as high as that of any other

known Mid-Atlantic Ridge vent site. Vent

sites on the Mid-Atlantic Ridge typically host

30 to 50 macrofaunal species, with a total

È100 species residing within the eight major

Mid-Atlantic Ridge sites (35, 36). Initial

analyses of 940 faunal samples recovered

revealed that over 65 morpho-species repre-

senting 13 phyla are present. The majority

(990%) of these fauna were on the order of

hundreds of micrometers or less in size. These

were sampled via suction sampler from 910
active vent edifices and showed qualitative

differences in species abundance and compo-

sition with substrate type.

Four morphospecies of gastropods were

the most abundant fauna sampled from the

carbonate. The most diverse group of inverte-

brates dominating the flange areas was poly-

chaetes, including the families Dorvelleidae

(including new species of Ophiotrocha),

Ceratulidae, Glyceridae, Amphinomidae, and

Polynoidae. A minimum of nine species were

found, one-third of which are new. Current

assessments of vent-dependent fauna within

the Lost City field reveal that 58% of these

fauna are endemic.

Implications. The range and complexity

of environments hosting peridotites and other

ultramafic rocks is vast. Under appropriate

conditions, any of these might support hydro-

thermal systems similar to the LCHF. From

ancient komatiitic rocks of the Early Archae-

an (37) to ophicalcite deposits within the

Apennine ophiolites (38) comes evidence that

hydrothermal systems have indeed been oper-

ative within ultramafic environments for

much of Earth’s history. Within the contem-

porary oceanic crust, there is a diverse array

of submarine environments affected by

ongoing serpentinization reactions, which

include systems such as the Mariana forearc

(39, 40), the Arctic (9), the Antarctic (10), the

Southwest Indian and Mid-Atlantic Ridge

spreading networks (41, 42), major transform

faults (17, 43), and highly extended rifted

margins (44). Any of these tectonic settings

could host LCHF-type ecosystems. Such

systems may also have played a role in the

origin and evolution of life on this planet and

perhaps elsewhere (45).

References and Notes
1. F. N. Spiess et al., Science 207, 1421 (1980).
2. The Subseafloor Biosphere at Mid-Ocean Ridges,

W. W. Wilcock, E. DeLong, D. S. Kelley, J. A. Baross,
S. C. Cary, Eds. (Geophysical Monograph 144, Amer-
ican Geophysical Union, Washington, DC, 2004).

3. P. Michael, Nature 419, 445 (2002).
4. D. S. Kelley et al., Nature 412, 145 (2001).
5. D. S. Kelley, G. L. Früh-Green, M. D. Lilley, in (2),

pp. 167–189.
6. M. D. Lilley, D. A. Butterfield, J. A. Lupton, E. J. Olson,

Nature 422, 878 (2003).
7. Y. Lagabrielle, D. Bideau, M. Cannat, J. A. Karson,

C. Mevel, in Faulting and Magmatism at Mid-Ocean
Ridges, W. R. Buck, P. T. Delaney, J. A. Karson, Y.
Lagabrielle, Eds. (Geophysical Monograph 106, Amer-

R E S E A R C H A R T I C L E S

www.sciencemag.org SCIENCE VOL 307 4 MARCH 2005 1433

Zinio
page=1433

http://www.sciencemag.org


ican Geophysical Union, Washington, DC, 1998),
pp. 153–176.

8. W. Bach, N. R. Banerjee, H. J. B. Dick, E. T. Baker,
Geochem. Geophys. Geosyst. 3, GC000279 (2001).

9. H. N. Edmonds et al., Nature 421, 252 (2003).
10. H. J. B. Dick, J. Lin, H. Schouten, Nature 426, 405

(2003).
11. G. L. Früh-Green et al., Science 302, 495 (2003).
12. R. P. Lowell, P. A. Rona, Geophys. Res. Lett. 29,

10.1029/2001GL01411 (2002).
13. T. L. Grove, S. W. Parman, Earth Planet. Sci. Lett. 219,

173 (2004).
14. Materials and methods are available as supporting

material on Science Online.
15. D. K. Blackman et al., Marine Geophsy. Res. 23, 443

(2004).
16. T. Schroeder, B. John, B. R. Frost, Geology 30, 367

(2002).
17. J. A. Karson, in Faulting and Magmatism at Mid-

Ocean Ridges, W. R. Buck, P. T. Delaney, J. A. Karson,
Y. Lagabrielle, Eds. (Geophysical Monograph 106,
American Geophysical Union, Washington, DC,
1998), pp. 177–218.

18. D. S. Kelley, J. A. Baross, J. R. Delaney, Annu. Rev.
Earth Planet. Sci. 30, 385 (2002).

19. J. L. Charlou, J. P. Donval, Y. Fouquet, P. Jean-
Baptiste, N. Holm, Chem. Geol. 191, 345 (2002).

20. D. R. Janecky, W. E. Seyfried Jr., Geochim. Cosmochim.
Acta 50, 1357 (1986).

21. C. Neal, G. Stanger, Earth Planet. Sci. Lett. 66, 315
(1983).

22. M. E. Berndt, D. Allen, W. E. Seyfried Jr., Geology 24,
351 (1996).

23. L. R. Wetzel, E. L. Shock, J. Geophys. Res. 105, 8319
(2000).

24. T. M. McCollom, J. S. Seewald, Geochim. Cosmochim.
Acta 65, 3769 (2001).

25. M. D. Lilley et al., Nature 364, 45 (1993).
26. J. A. Welhan, H. Craig, Eos 60, 863 (1979).
27. J. A. Welhan, H. Craig, in Hydrothermal Processes at

Seafloor Spreading Centers, A. Rona Peter, K. Bostrom,
L. Laubier, L. Smith Kenneth Jr., Eds. (Plenum, New
York, 1983), pp. 391–409.

28. P. Fritz, I. D. Clark, J. C. Fontes, M. J. Whiticar, E. Faber,
in Proceedings of the 7th International Symposium on
Water-Rock Interaction; Volume 1, Low Temperature
Environments, K. Kharaka Yousif, S. Maest Ann, Eds.
(International Association of Geochemistry and Cos-
mochemistry and Alberta Research Council, Sub-Group
on Water-Rock Interaction, Edmonton, Alberta, Cana-
da, 1992), pp. 793–796.

29. T. A. Abrajano et al., Chem. Geol. 71, 211 (1988).
30. M. O. Schrenk, D. S. Kelley, S. A. Bolton, J. A. Baross,

Environ. Microbiol. 6, 1086 (2004).
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The Influence of CCL3L1 Gene–
Containing Segmental Duplications

on HIV-1/AIDS Susceptibility
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Segmental duplications in the human genome are selectively enriched for
genes involved in immunity, although the phenotypic consequences for host
defense are unknown. We show that there are significant interindividual and
interpopulation differences in the copy number of a segmental duplication
encompassing the gene encoding CCL3L1 (MIP-1aP), a potent human im-
munodeficiency virus–1 (HIV-1)–suppressive chemokine and ligand for the
HIV coreceptor CCR5. Possession of a CCL3L1 copy number lower than the
population average is associated with markedly enhanced HIV/acquired
immunodeficiency syndrome (AIDS) susceptibility. This susceptibility is even
greater in individuals who also possess disease-accelerating CCR5 genotypes.
This relationship between CCL3L1 dose and altered HIV/AIDS susceptibility
points to a central role for CCL3L1 in HIV/AIDS pathogenesis and indicates
that differences in the dose of immune response genes may constitute a
genetic basis for variable responses to infectious diseases.

Duplicated host defense genes that are known

to have dosage effects are thought to contribute

to the genetic basis of some complex diseases,

although direct evidence for this is lacking. We

surmised that a hotspot for segmental duplica-

tions on human chromosome 17q might be

relevant to immunity against infectious dis-

eases such as HIV-1 because it encompasses

two CC chemokine genes, CC chemokine

ligand 3-like 1 (CCL3L1; other names, MIP-

1aP and LD78b) and CCL4L1 (MIP-1b-like),
which represent the duplicated isoforms of the

genes encoding CCL3 and CCL4, respectively

(1–3). As a consequence of these duplications,

the copy number of CCL3L1 and CCL4L1

varies among individuals (2, 3) (fig. S1A).

This is important because CCL3L1 is the

most potent known ligand for CC chemokine

receptor 5 (CCR5), the major coreceptor for

HIV, and it is a dominant HIV-suppressive

chemokine (3).

In light of this relationship between CCL3L1

and its in vitro effect on HIV infection, we

selected HIV infection as a model system in

which to test our hypothesis that segmental

duplications causing dosage effects of host

defense genes are associated with phenotypic

effects in vivo. To test this hypothesis, we

determined the distribution of chemokine gene–

containing segmental duplications in 1064

humans from 57 populations and 83 chimpan-

zees (4). We next analyzed 4308HIV-1–positive

(HIVþ) and HIV-1–negative (HIVj) individu-

als from groups with different geographical

ancestries (e.g., Africans and Europeans) to

determine if the risk of acquiring HIV and the

rate at which HIV disease progressed were

sensitive to differences in the dose of CCL3L1
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gene–containing segmental duplications (4)

Esupporting online material (SOM) section 4.1^.
Nonrandom distribution of CCL3L1-

containing segmental duplications. African
populations possessed a significantly greater

number of CCL3L1 gene copies than non-

Africans (Fig. 1 and fig. S1B). The geographic

region of origin explained nearly 35% of the

total variation in the distribution of CCL3L1

gene copies (analysis of variance: F 0 94.41,

df 0 6, 1037; P 0 1.23 � 10j94). Corroborat-

ing this, in separate cohorts of HIVj subjects,

there were significant interindividual and inter-

population differences in CCL3L1 copy

numbers. The median copy number in HIVj

Argentinean children was two, and in HIVj

African-American (AA), European-American

(EA), and Hispanic-American (HA) adults, it

was four, two, and three, respectively (Fig. 2,

A to D, open bars, and fig. S2).

The duplicated region encoding human

CCL3L1 had an ancestral correlate in chim-

panzee (Fig. 1 and fig. S3). Together, these

results demonstrated that there were signifi-

cant differences between species and among

human populations in the frequency of chemo-

kine gene–containing segmental duplications

(Fig. 1, B and C). Despite these differences,

the dispersion around the average copy num-

ber was similar in both human populations

and chimpanzees (Fig. 1B and fig. S1B). On

the basis of these observations, we hypothe-

sized that it is not the absolute copy number

per se, but rather the gene dose relative to

the average copy number in each population

that confers HIV/AIDS susceptibility.

CCL3L1 gene dose and HIV/AIDS sus-
ceptibility. Several lines of evidence, from

four different human populations and in the

setting of two different modes of acquiring HIV

(i.e., mother-to-child and adult-to-adult), indi-

cated that possession of a low CCL3L1 copy

number was a major determinant of enhanced

HIV susceptibility among individuals. Individ-

uals with a low CCL3L1 copy number were

overrepresented among the HIVþ compared

with HIVj subjects (shift to the left in Fig. 2,

A to D, and figs. S2 and S4). On the basis of

the consistency, strength, and significance of

the differences in the distribution of CCL3L1

copy numbers in the HIVþ and HIVj

individuals in each of the cohorts studied, we

rejected the null hypothesis of no association

between risk of acquiring HIV and CCL3L1

copy number (Fig. 2, A to D, and fig. S2).

We next determined the strength of the

association between CCL3L1 copy number

and risk of acquiring HIV (Fig. 2, E to H). In

our initial analyses, we chose the population-

specific median copy number in the unin-

fected group as a reference point to compute

the risk of acquiring HIV (SOM section 5.1).

Compared with possession of two copies of

CCL3L1, children possessing less than two

or more than two copies had significantly

higher or lower risks, respectively, of acquir-

ing HIV (Fig. 2E). This association was
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Fig. 1. Distribution of CCL3L1 gene–containing
segmental duplications in human populations and
CCL3L ortholog(s) in chimpanzees (SOM section
1). The cloning and characterization of the chim-
panzee orthologs is described in fig. S3. (A) The
human populations are labeled below the figure,
and their geographic affiliations are shown at
the top. CCL3L1 copy number was determined
by real-time Taqman polymerase chain reaction
assays (SOM sections 2.1 and 4.2). (B) Distribu-
tion of CCL3L1 copy numbers in African and
non-African human populations and chimpanzee
orthologs. The mean, variance, standard devia-
tion (SD), median, and interquartile range (IQR)
of the copy numbers are shown here and in fig.
S1B. (C) Cumulative frequency curves of the dis-
tribution of CCL3L1 copies in human populations

from different geographic regions and chimpanzee. The order of the abbreviations [geographic regions shown in (A) and chimpanzee (CH)] matches the
order of the cumulative frequency curves from left to right.
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evident in the analysis of the entire cohort of

children with (table S1A) or without (Fig. 2E)

adjustments for receipt of zidovudine pro-

phylaxis given to reduce the risk of trans-

mission and for individuals who received no

prophylaxis (table S1A). Notably, with each

increase in CCL3L1 copy number above the

median, there was a dose-dependent, step-

wise decrease in the risk for acquiring HIV

(Fig. 2E). The findings depicted in Fig. 2, F

to H, and those derived from a separate anal-

ysis in another cohort of 1133 HIVj indi-

viduals matched for ethnicity/race (fig. S2),

indicated that adults who possessed a CCL3L1

copy number lower than the population-

specific median were at a higher risk of ac-

quiring HIV. Thus, in each population, the

median number of CCL3L1 copies served as

the transition point at which the balance tilted

in favor of protection against acquiring HIV.

We also estimated the risk of acquiring

HIV across the cline of population-specific

high to low CCL3L1 copy numbers (fig. S4).

Depending on the study population, each

CCL3L1 copy lowered the risk of acquiring

HIV by 4.5 to 10.5%, indicating that the

population-specific high and low CCL3L1

copy numbers are at different ends of a dis-

tribution of HIV susceptibility (SOM section

5.2). Substantiating this, relative to possession

of the population-specific high CCL3L1 copy

numbers shown in fig. S4, individuals who

had a low copy number had between 69 and

97% higher risk of acquiring HIV (fig. S4).

The aforementioned analyses were con-

ducted with logistic regression. Although mem-

bership in either the HIVþ or HIVj group is

not a random outcome, to the extent that

these two groups can be thought of as ran-

dom samples from their respective subsets of

a well-defined population, logistic regression

on group membership allows estimation of

the relative odds of being HIVþ or HIVj for

two different copy numbers. In this sense,

logistic regression permits the determination

of the association between CCL3L1 copy num-

ber and risk of acquiring HIV. Because the

number of CCL3L1 copies followed a Poisson

distribution, we also used Poisson regression

analysis to determine the association be-

tween CCL3L1 copy number and risk of

acquiring HIV infection. These analyses

assume that copy numbers are conditional

on HIV status and show that HIVþ subjects

have significantly lower CCL3L1 copy numbers

than do HIVj subjects (Fig. 2I). Although the

true risk of HIV acquisition associated with

possession of different CCL3L1 gene copy

numbers can theoretically only be estimated

from a longitudinal study, in the cohorts we

studied, the results of two different statistical

approaches demonstrate a strong association

between possession of low CCL3L1 copy

number and risk of acquiring HIV infection

(Fig. 2, E and J, and table S1B).

In addition to influencing HIV acquisition,

the number of CCL3L1 copies was associated

with variable rates of disease progression

(figs. S5 and S6). For example, in the adult

HIVþ cohort, a gene dose lower than the over-

all cohort median or population-specific me-

dian was associated with a dose-dependent

increased risk of progressing rapidly to AIDS

or death (Fig. 3, A and B, and figs. S5). A

disease-influencing effect of CCL3L1 dose

was not detected in the HIVþ children, sug-

gesting either that the roles of CCL3L1 in

HIVþ adults and children differ or that the

Fig. 2. CCL3L1 dose and risk of acquiring HIV-1. (A to D) Histograms
and the cubic-spline smoothed frequency curves (insets) show that
the distribution of the CCL3L1 copy numbers (x axis) in HIVþ (red
bars or red lines in inset) versus HIVj (open bars or black line in
inset) individuals is markedly different (c2 and P values above insets;
n 0 number of individuals in each group). Vertical green arrow in-
dicates the switch point (copy number at which the HIVþ/HIVj ratio
switched from 91 to e1) (SOM section 5.1). The cohort of Argen-
tinean children is composed of children exposed perinatally to HIV
(4). The HIVþ adults from the indicated ethnic/racial groups (noted
on the right) are from the Wilford Hall Medical Center (WHMC)
cohort (14) and are compared with a control group from the general
population that is matched for ethnicity/race (4). (E to H) Risk of
acquiring HIV relative to the population-specific median [horizontal

arrow; odds ratio (OR) 0 1] was determined by multivariate logistic regression analyses. *, Jewell correction (4); #, CCL3L1 gene copy number; CI,
confidence interval; P, significance value. (I) Distribution of CCL3L1 copies in the indicated subject groups (Poisson means and exact 95% CI). #, group
number. Arg., Argentinean. SOM section 1.1 provides details of these study groups. In the HIVj WHMC cohort, as HAs were categorized with EAs,
they were placed within a single group (WHMC EA þ HA) and compared with subjects from the HIVþ WHMC cohort that are matched for ethnicity/
race. (J) Results of Poisson and logistic regression models in the study groups indicated in (I) (#1 to 6) for the association between CCL3L1 copies and
risk of acquiring HIV infection were comparable (table S1B). RR, relative risk.
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short follow-up time in the pediatric cohort

was insufficient to detect an effect.

Mechanistic links between CCL3L1 dose
and HIV/AIDS susceptibility. Increasing
CCL3L1 copy number was positively associ-

ated with CCL3/CCL3L1 secretion and neg-

atively associated with the proportion of

CD4þ T cells that express CCR5 (Fig. 3, C

and D) (2). Additionally, there was a dose-

dependent association between CCL3L1 copy

number and the viral set point and rate of

change in CD4þ T cell counts, two well-

established predictors of clinical outcome (5);

low CCL3L1 doses were associated with a

higher viral set point and greater subsequent

T cell loss (Fig. 3, E and F). These relation-

ships might explain the association between

CCL3L1 gene dose and risk of acquiring

HIV and disease progression given that (i)

chemokines are thought to mediate their HIV-

suppressive activity by steric blocking of the

interaction between glycoprotein (gp) 120 and

CCR5 or ligand-mediated internalization of

CCR5, reducing its availability for use by gp

120 (3), and (ii) high CCR5 ligand and/or low

CCR5 receptor expression represents a corre-

late of HIV/AIDS protection (6–12).

Phenotypic equivalency of population-
specific CCL3L1 gene doses. Human pop-

ulations differ in their CCL3L1 gene content

(Fig. 1). Accordingly, it was important to deter-

mine whether an absolute CCL3L1 copy

number (e.g., two copies) was associated with

similar transmission- and/or disease-influencing

phenotypic effects in different populations.

To do so, we compared the associated pheno-

typic effects of similar and dissimilar CCL3L1

copy numbers in HIVþ EAs and AAs (Fig. 3,

G to N), and the change in the frequency

distribution of copy number in these two

populations over time (Fig. 3, O and P). The

findings indicated that in HIVþ EAs and AAs,

the CCL3L1 copy numbers that corresponded

to the population-specific median, half-

median, and low doses (i) were associated

with comparable rates of disease progression

or changes in CD3þ, CD4þ, or CD8þ T cell

counts (Fig. 3, G to N, and table S2), and (ii)

had similar trajectories with respect to the

changes in their distribution profiles over time

(Fig. 3, O and P, and figs. S7 and S8). By

contrast, possession of two CCL3L1 copies

(i.e., the median and half-median gene dose in

EAs and AAs, respectively) was associated

with differing rates of disease progression (Fig.

3K). Consistent with this finding, the trajecto-

ries of the change in the frequency distribution

of individuals possessing two CCL3L1 copies

differed over time: increasing in HIVþ EAs,

but declining in HIVþ AAs (Fig. 3, O and P).

These findings, together with those shown in

Fig. 2 and SOM section 5.1, collectively

support the concept that different CCL3L1

gene doses among populations are associated

with phenotypically similar effects (Fig. 3Q).

Fig. 3. Disease-influencing and functional pheno-
typic effects associated with number of CCL3L1
copies. (A and B) Kaplan-Meier (KM) survival curves
of the development of AIDS in (A) AAs and (B) EAs
from the adult WHMC HIVþ cohort who possess a
CCL3L1 copy number equal to or lower than the
population-specific median (copy numbers noted
adjacent to KM curves). As the population-specific median number of CCL3L1 copies was three and four
in HIVþ and HIVj AAs, respectively, these two copy numbers were used as the reference genetic strata
in (A); the reference group in EAs is two copies. P and relative hazard (RH) below the KM curves were
determined by Cox proportional hazard models. Overall log-rank significance values and 95% CI for the
RHs are shown in fig. S5. (C) Relationship between number of CCL3L1 copies and percentage of CD4þ/
CCR5þ cells in unstimulated (open bars) or anti-CD3/CD28–stimulated peripheral blood mononuclear
cells (black bars). Numbers inside the bars denote the number of individual blood samples studied with
the indicated copy numbers. K-W P, overall Kruskal-Wallis test P value. Vertically oriented numbers
indicate P values by the Mann-Whitney test for comparison of possession of zero to two versus three to
four or five to seven CCL3L1 copies within each experimental condition. (D to F) Second-order poly-
nomial regression curves show that (D) CCL3/CCL3L1 concentrations in supernatants of freshly isolated
peripheral blood mononuclear cells [for units, see (4); n 0 number of individuals], (E) baseline log viral
RNA (viral set point), and (F) monthly CD4þ T cell loss have a threshold-type association with CCL3L1
copies (SOM sections 4.5 to 4.7). (D) and (E) depict medians (T1.7 SD of medians), and (F) depicts 95%
CI around the point estimates of the regression coefficients obtained by the General Estimating
Equations (GEE) method (4). P linear and quadratic (quad) indicate significance values for the linear and
quadratic terms in the polynomial regression equation, respectively. (G to L) KM curves of the de-
velopment of AIDS in HIVþ AAs (red) and EAs (green) who possess a similar or dissimilar CCL3L1 copy
number. The disease-influencing effects associated with possession of [(G) and (H)] median, (I) half-
median, and (J) low/null CCL3L1 doses were similar in EAs and AAs. However, the disease-influencing
effects of possession of (K) two copies in AAs (half-median dose in HIVj AAs) and EAs (median dose)
or (L) three copies in AAs (median in HIVþ AAs) and one copy in EAs (half-median in EAs) were not
equivalent [see (A) regarding differences in median copy numbers in HIVj and HIVþ AAs]. Numbers
adjacent to the population designators AA and EA indicate the number of copies (e.g., AA4 indicates
four copies in AAs). P values indicate significance value by log-rank test. 0, 9, or G indicates the
direction of the associated effects. (M and N) Direction and magnitude of the rate of change in CD3þ,
CD4þ, and CD8þ T cell counts are similar in HIVþ EAs and AAs who possess a CCL3L1 copy number
equal to or lower than the population-specific median (error bars indicate 95% CI; table S2). (O and P)
Results of discrete-time Markov modeling of the evolution of changes in the frequency distribution of
CCL3L1 copy numbers in infinite-sized AA and EA cohorts over 15 years (SOM section 4.8). Numbers
adjacent to the curves indicate CCL3L1 copy numbers. (Q) Schema of phenotypic equivalency of the risk
of acquiring HIV and disease-influencing effects of population-specific CCL3L1 doses in EAs and AAs.
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They also imply that the phenotypic effects

associated with CCL3L1 gene dosage cannot

be estimated by knowing only the absolute

CCL3L1 copy number. This value, in any

given individual, is meaningful only if com-

pared with the distribution of CCL3L1 copies

in the geographic ancestral population of the

given individual (SOM section 5.1).

Distribution of CCL3L1 gene copies
under HIV selective pressure. The associ-

ation between CCL3L1 gene dose and HIV/

AIDS susceptibility in adults (Figs. 2 and 3, A

andB) predicts that the following pattern should

be discernable in a prospective longitudinal

cohort in which subjects are recruited at an early

stage of infection. Initially, the HIVþ cohort

will be enriched for individuals with CCL3L1

copy numbers lower than the population-

specific median. Over time, the prevalence of

these individuals will decrease because of their

rapid progression to AIDS/death. As a result,

the prevalence of HIVþ subjects with CCL3L1

copy numbers equal to or greater than the

population-specific median will increase. Thus,

with increasing follow-up times, the distribu-

tion of CCL3L1 copies will begin to resemble

that found in HIVj subjects. The value of

testing this prediction is that it combines into a

single analytical model the analyses of (i) the

susceptibility to infection in individuals with

different numbers of CCL3L1 copies, and (ii)

the time to equilibrium between the virus and

CCL3L1 genotype–dependent events in the

infected host. Our results are consistent with

these predictions (Fig. 3, O and P, and figs. S7

to S9). These observations suggest that infec-

tion with HIV-1 can exert a negative selective

pressure on individuals with low copy numbers

that, depending on the strength of this effect in

the general population, could change the

population-specific distribution of CCL3L1

copy number.

CCL3L1 dose and CCR5 genotypes in
HIV/AIDS susceptibility. We and others

have shown that CCR5 haplotypes that

include CCR5 promoter polymorphisms as

well as coding polymorphisms in CCR2

(CCR2-V64I) and CCR5 (D32) influence the

risk of acquiring HIV and the rate of disease

progression (12–15). However, CCR5 is part

of a complex system in which virus interacts

with CCR5 and CCR5 interacts with various

ligands. Thus, if gene-gene interactions are

not considered, these interactions might com-

plicate analysis of the in vivo contributions of

CCR5 genotypes. This concern is made all the

more apparent by the observation that CCR5

protein expression levels are influenced not

only by variants in CCR5 (16, 17), but also by

CCL3L1 (Fig. 3C). Thus, virus � CCR5 �
CCL3L1 interactions in vivo and the pheno-

typic effects associated with CCR5 genotypes

could depend, in part, on the genetic back-

ground conferred by CCL3L1 dose. To test

this hypothesis, we determined the phenotypic

effects attributable to CCL3L1 gene dose

alone, CCR5 haplotype pairs (genotypes)

alone, and their combined effects.

The HIVþ adult cohort was stratified into

four mutually exclusive genetic risk groups

(GRGs) based on possession of a population-

specific low or high number of CCL3L1 copies

(CCL3L1low or CCL3L1high) and disease-

accelerating, i.e., detrimental (det) or non-

detrimental (non-det) CCR5 genotypes

(CCR5det or CCR5non-det) (Fig. 4A). Of the

four GRGs, CCL3L1highCCR5non-det and

CCL3L1lowCCR5det were at the two extremes

of HIV/AIDS susceptibility (Fig. 4, B to I).

Relative to possession of CCL3L1highCCR5non-det,

CCL3L1lowCCR5det was associated with a Q
threefold greater risk of progressing rapidly to

8 of 12 AIDS-defining illnesses (Table 1).

By contrast, the CCL3L1highCCR5det and

CCL3L1lowCCR5non-det genotypes were as-

sociated with a e threefold higher risk of

progressing to 3 or 4 of these 12 illnesses,

respectively (Table 1).

The trajectory of the frequency distribution

profiles of the four CCL3L1/CCR5 GRGs in

individuals with varying follow-up times were

also revealing in that they closely paralleled

those described previously for a variable num-

ber of CCL3L1 copies alone (compare Fig. 4J

with Fig. 3, O and P, and fig. S7 to fig. S9).

Thus, significant changes occurred only in the

frequencies of the two GRGs that contained

CCL3L1low and CCL3L1highCCR5non-det, such

that over time the distribution of the GRGs in

surviving HIVþ subjects approached ever

closer to the values observed in the HIVj

population (Fig. 4, J to L).

Taken together, in the context of a well-

characterized prospective cohort composed of

HIVþ EAs and AAs, the CCL3L1/CCR5-based

genomic signature for HIV/AIDS susceptibility

was CCL3L1lowCCR5det 9 CCL3L1lowCCR5non-det Q
CCL3L1highCCR5det 9 CCL3L1highCCR5non-det.

This observation implied that CCL3L1low may

have a stronger effect than disease-accelerating,

detrimental CCR5 genotypes in influencing

HIV/AIDS pathogenesis in these two popula-

tions. Additionally, these findings suggest that

a population-specific low CCL3L1 dose pro-

vides a permissive genetic background for the

full expression of the phenotypic effects

associated with detrimental CCR5 genotypes.

This was apparent because (i) relative to

genotypes that contained only CCR5det, those

that contained CCL3L1low with or without

CCR5det were associated with a higher risk of

acquiring HIV (compare green with orange or

red color-coded GRGs in Fig. 4, H and I); and

(ii) the maximal disease-accelerating effects

associated with detrimental CCR5 genotypes

occurred mainly in individuals who also pos-

sessed a low number of CCL3L1 copies relative

to the population-specific average (compare

Kaplan-Meier plots for CCL3L1highCCR5det

and CCL3L1lowCCR5det in Fig. 4, E and F).

Public health impact of variations in
CCL3L1 and CCR5. In the populations exam-

ined, up to 42% of the burden of infection and

È30% of the accelerated rate of progression to

AIDS were attributable to variations in

Table 1. Risk of AIDS-defining illness with CCL3L1/CCR5 GRGs. The reference
GRG for statistical analysis is CCL3L1highCCR5non-det (RH 0 1). The AIDS-
defining illnesses with sufficient events for statistical analyses recorded in the
adult HIVþ cohort are shown. CMV, cytomegalovirus; HAD, HIV-associated

dementia; MAC, Mycobacterium avium complex; PCP, Pneumocystis carinii
pneumonia; PML, progressive multifocal leukoencephalopathy; n, number of
individuals with the indicated AIDS-defining illness; values in bold and italic
indicate significant association.

AIDS-defining illness n
CCL3L1highCCR5det CCL3L1lowCCR5non-det CCL3L1lowCCR5det

RH 95% CI P RH 95% CI P RH 95% CI P

CMV infection 100 1.53 0.71–3.30 0.278 1.60 1.00–2.58 0.051 6.21 3.63–10.63 2.7 � 10j11

Cryptococcosis 33 3.27 0.98–10.87 0.053 2.46 1.00–6.02 0.048 8.11 2.93–22.46 5.6 � 10j5

Cryptosporidiosis 24 1.21 0.27–5.47 0.802 1.21 0.49–3.00 0.686 1.63 0.36–7.37 0.526
HAD 54 2.05 0.82–5.13 0.126 1.65 0.87–3.11 0.124 3.18 1.33–7.60 0.009
Herpes simplex 26 1.78 0.50–6.41 0.375 1.22 0.49–3.04 0.668 1.66 0.36–7.53 0.513
Histoplasmosis 20 3.32 0.83–13.30 0.090 2.81 1.02–7.74 0.045 1.56 0.19–13.01 0.682
Kaposi sarcoma 74 1.76 0.76–4.05 0.186 1.66 0.96–2.86 0.069 3.86 1.90–7.83 2.0 � 10j4

Lymphoma 37 2.87 1.10–7.48 0.031 1.42 0.66–3.08 0.369 3.38 1.21–9.43 0.020
MAC 92 2.22 1.09–4.55 0.029 1.73 1.05–2.87 0.032 5.13 2.79–9.45 1.5 � 10j7

PCP 196 2.13 1.33–3.42 0.002 1.71 1.22–2.39 0.002 2.95 1.84–4.75 7.8 � 10j6

PML 18 1.72 0.36–8.10 0.494 1.27 0.44–3.67 0.657 2.41 0.51–11.43 0.268
Toxoplasmosis 27 1.49 0.32–6.91 0.610 1.69 0.67–4.25 0.268 5.34 1.77–16.07 0.003
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CCL3L1/CCR5 (black bars in Fig. 5 and fig.

S11). The largest contributor to the burden of

HIV/AIDS was possession of a population-

specific low CCL3L1 copy number (Fig. 5,

compare combination of red and orange to

green bars, and fig. S11). These findings

suggest that the contribution of CCL3L1 copy

number is comparable to or more than that of

the CCR5 genotype in influencing the epide-

miology of HIV in the populations examined.

These results also substantiate the observation

that the disease-accelerating effects associated

with variation in CCR5 depend, in part, on the

genetic background of CCL3L1 copy number.

Discussion. These findings have five ma-

jor implications. First, they provide a precedent

for a link between segmental duplication

events leading to changes in the dose of an

immune response gene and variability in the

phenotypic response to an infectious disease.

Recent human-nonhuman primate comparative

genomic analyses have led to the prediction

that genes embedded within segmental dupli-

cations might have enhanced the ability of

humans to adapt to their environments (1, 18).

Our findings support this prediction.

Second, CCL3L1 gene dose is a previously

unrecognized means of buffering against the

risk of HIV infection and/or disease progression

in the populations examined. CCL3L1 gene

doses lower than the population-specific average

provide a genetically ‘‘unbuffered’’ state with

respect to the risk of HIV/AIDS susceptibility.

However, it is important to emphasize that it is

not the absolute gene copy number per se, but

the copy number within the overall genetic con-

text that confers phenotypic expression. This

genetic context varies among populations as a

result of their different demographic and evolu-

tionary histories. Thus, an individual’s specific

CCL3L1 gene dose and CCR5 genotype are

associated with susceptibility to HIV/AIDS, but

only when viewed in the context of that person’s

geographical ancestry (Fig. 3Q) (14).

Third, within the populations examined, the

Bradford-Hill criteria (19) for causality between

CCL3L1 dose and risk of acquiring HIV were

met (SOM section 5.3). Thus, by analogy to the

genetic studies that established the paradigm of

‘‘no CCR5–no HIV-1 infection,’’ the current

Fig. 5. Attributable fractions of CCL3L1/CCR5
GRGs for risk of acquiring HIV (vertical, mother-
to-child; horizontal, adult-to-adult) and rate of dis-
ease progression relative to CCL3L1highCCR5non-det

in the indicated clinical settings. Vertical bars
indicate the point estimate, whereas error bars
represent the 95% CI around the point esti-
mate of the attributable fraction.

Fig. 4. Risk of acquiring HIV and disease-influencing effects associated with variations in CCL3L1 and/or
CCR5. (A) Genetic stratification system (SOM section 3). In each population (popln), CCL3L1 dose and
CCR5 genotypes were dichotomized on the basis of whether they were associated with an accelerated
disease course (tables S3 to S5). CCL3L1low and CCL3L1high denote copy numbers G or Q population-
specific median, respectively (table S3). CCR5det and CCR5non-det denote population-specific, disease-
accelerating, i.e., detrimental (det), or nondetrimental CCR5 genotypes, respectively (table S4).
Compared with possession of CCL3L1high or CCR5non-det, CCL3L1low or CCR5det was associated with an
accelerated disease course (fig. S10). These dichotomized compound genotypes were used to stratify
the cohort further into four mutually exclusive GRGs, which reflected (i) the independent disease-
accelerating effects associated with population-specific low CCL3L1 gene doses (CCL3L1lowCCR5non-det,
orange) or detrimental CCR5 genotypes (CCL3L1highCCR5det, green); or (ii) their combined effects
(CCL3L1lowCCR5det, red), all relative to CCL3L1highCCR5non-det (blue). This color code is used in the rest
of the panels to indicate the four CCL3L1/CCR5 GRGs. (B) CD4þ and (C) CD8þ T cell changes
associated with the GRGs are depicted as 95% CI around the point estimates of the regression
coefficients obtained by the GEE method (4). (D) Baseline log viral RNA [viral set point; median (T1.7
SD of the median)] associated with the GRGs. P values reflect significance values for differences
between CCL3L1highCCR5non-det and CCL3L1lowCCR5det by Student’s t test in (B) and (C) and the Mann-
Whitney test in (D). (E and F) KM curves of the development of AIDS in EAs and AAs from the entire
(E) or seroconverting portion (F) of the HIVþ adult cohort after stratifying for the GRGs. (Inset) Pie
charts depicting frequency distribution of the GRGs. (G) Proportions of individuals within each GRG
that developed AIDS. (H and I) Association of indicated GRGs and risk of acquiring HIV infection in (H)
adults or (I) children exposed perinatally to HIV. ORs are lowest in GRGs that lack CCL3L1low (green).
(J and K) Changes in the frequency distributions of the GRGs and test of linear trend for individuals
with varying follow-up times. (L) Differences in the frequency distribution of GRGs between HIVþ
and HIVj adults. In (H) and (J), to ensure appropriate ethnic/racial matching for the comparisons of the
frequency distributions between HIVþ and HIVj individuals, these analyses are for the EA, AA, and HA
portions of the infected adult cohort (tables S3 and S4; tables also show the genotypes used for the
pediatric cohort in (I) (4).
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findings establish that of ‘‘CCL3L1low–

enhanced HIV/AIDS susceptibility.’’ These

findings provide strong genetic underpinnings

for the substantial body of evidence that CCR5

ligands play an important anti–HIV-1 role in

vivo (20). Paradoxically, they also indicate that

a network of HIV-suppressive CCR5 ligands

(e.g., CCL5) cannot fully compensate for the

functional state conferred byCCL3L1low. There-

fore, CCL3L1-mediated immune responses

may be required to thwart HIV infection and

the complications that occur during HIV-

induced immune suppression.

Fourth, CCL3L1 gene dose may be an

important genetic correlate of vaccine re-

sponsiveness. A comparative analysis of the

immunological phenotype linked to the

GRGs associated with the extremes of

susceptibility (i.e., CCL3L1lowCCR5det and

CCL3L1highCCR5non-det) could provide key

insights into the immune correlates of an

effective vaccine. This stems from several

vaccine studies in simian models showing

that CCR5 ligand production is a true

predictor of protection and animals that

produce higher levels of chemokines prevac-

cination exhibit greater protection (20–22).

Finally, and of broader import, 5% of the

human genome contains duplicated sequences

enriched for genes involved in immunity (1),

and some of these genes have dosage effects.

Thus, the present findings provide both a

precedent and a framework for elucidating

their relationship to human diseases.
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The Geometric Distance
and Proper Motion of the
Triangulum Galaxy (M33)

Andreas Brunthaler,1,2* Mark J. Reid,3 Heino Falcke,4,5

Lincoln J. Greenhill,3 Christian Henkel1

We measured the angular rotation and proper motion of the Triangulum Galaxy
(M33) with the Very Long Baseline Array by observing two H2O masers on opposite
sides of the galaxy. By comparing the angular rotation rate with the inclination and
rotation speed, we obtained a distance of 730 T 168 kiloparsecs. This distance is
consistent with the most recent Cepheid distance measurement. M33 is moving
with a velocity of 190 T 59 kilometers per second relative to the Milky Way. These
measurements promise a method to determine dynamical models for the Local
Group and the mass and dark-matter halos of M31, M33, and the Milky Way.

Measuring the proper motion and geometric

distances of nearby galaxies has been a long-

standing problem. As part of a famous debate

about the nature of galaxies, van Maanen—an

experienced observer—claimed in 1923 to have

measured a large proper motion and angular

rotation rate for the Triangulum Galaxy (M33)

on photographic plates separated by 12 years

(1). These results were proven incorrect by

Hubble through the discovery of Cepheids in

M33 that showed a large distance (2). Mea-

suring proper motions at this large distance

was beyond the capabilities of their time.

This pushed the detection of galaxy proper

motions beyond the capabilities of past experi-

ments. Yet galaxy proper motions are impor-

tant for many astrophysical issues, of which

two are addressed in this report.

First, measuring accurate distances is of

great importance to all fields of astrophysics,

from stellar astronomy to cosmology. The cal-

ibration of most standard candles used for

measuring extragalactic distances is tied di-

rectly or indirectly to the distance to one gal-

axy, the Large Magellanic Cloud (LMC),

which remains controversial (3, 4). Hence, it

is important to obtain geometric distances to

nearby galaxies in which well-understood

standard candles can be studied. This allows

independent calibration and verification of the

extragalactic distance scale.

Another important issue is the distribu-

tion of luminous and dark matter in the local

universe. The problem when trying to derive

the gravitational potential of the Local

Group of galaxies (5) is that usually only

radial velocities are known from the Doppler

effect and statistical approaches have to be

used (6, 7). The proper motions of some

nearby galaxies in the Milky Way subgroup

have been obtained from comparing historic

photographic plates (8, 9), but a confirmation

1Max-Planck-Institut für Radioastronomie, Auf dem
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of these measurements will require decades.

With very long baseline interferometry

(VLBI) and phase-referencing techniques,

the proper motions for galaxies within the

Local Group, on scales of tens of microarc-

seconds per year, can now be measured. The

most suitable strong and compact radio

sources in the Local Group for such a VLBI

experiment are the strong H
2
O masers in

M33 and in the galaxy IC 10 (10, 11).

We observed two H II (ionized atomic hy-

drogen) regions in M33 (12) with known H
2
O

maser activity, M33/19 and IC 133, with the Na-

tional Radio Astronomy Observatory (NRAO)

Very Long Baseline Array (VLBA), eight times

between March 2001 and January 2004. M33/19

is located in the southeastern part of M33,

whereas IC 133 is located in the northeast of

M33 (Fig. 1). Our observations are grouped

into four epochs, each comprising two closely

spaced observations, to enable assessment of

overall accuracy and systematic errors (Table 1).

The separations of the two observations within

each epoch were large enough that the weather

conditions were uncorrelated but small enough

that changes in the positions were negligible

during this time.

We observed four 8-MHz bands in dual

circular polarization. The 128 spectral channels

in each band yielded a channel spacing of 62.5

kHz, equivalent to 0.84 km sj1, and covered a

velocity range of 107 km sj1. The observa-

tions involved rapid switching between the

phase-calibrator J0137þ3122, which is a

compact background source with continuum

emission, and the target sources IC 133 and

M33/19 in the sequence J0137þ3122, IC 133,

J0137þ3122,M33/19, J0137þ3122.With source

changes every 30 s, an integration time of 22 s

was achieved. The background source was un-

resolved in all epochs and was assumed to be

stationary on the sky. Because J0137þ3122

was separated by only 1- on the sky from the

masers, we obtained a precise angular separa-

tion measurement for all sources.

The data were edited and calibrated with

standard techniques in the Astronomical Image

Processing System (AIPS) as well as zenith

delay corrections (13). The masers in IC 133

and M33/19 were imaged with standard

techniques in AIPS. In IC 133, we detected

29 distinct emission features in position, and

the spatial distribution was very similar to

earlier observations (10, 14, 15). All compo-

nents were unresolved. In M33/19, we

detected eight maser features. Two features

were separated by less than a beam size and

blended together. These two features were fit

by two elliptical Gaussian components simul-

taneously. All other features were fit by a

single elliptical Gaussian component.

The maser emissions in M33/19 and IC 133

are variable on time scales less than 1 year.

Between the epochs, new maser features

appeared and others disappeared. However,

we were able to detect and follow the motions

of four features inM33/19 and six features in IC

133 over all four epochs. The feature identifi-

cation was based on the positions and radial

velocities of the maser emissions. Each feature

was usually detected in several frequency

channels. A rectilinear motion was fit to each

maser feature in each velocity channel sepa-

rately. We discarded fits with reduced c2 larger
than 3, as they are likely affected by blending

or component misidentification. All features

showed consistent motions within their errors

(2s). The accuracy and number of measured

motions was not adequate to model the internal

dynamics of the IC 133 and M33/19 regions

(such as outflow) as was done in earlier ob-

servations (15, 10).

We then calculated the variance weighted

average of all motions. This yielded an average

motion of the maser features in M33/19 of

35.5 T 2.7 microarc sec (mas) yearj1 in right

ascension and j12.5 T 6.3 mas yearj1 in

declination relative to the background source.

For IC 133, we obtained an average motion of

4.7 T 3.2 mas yearj1 in right ascension and

j14.1 T 6.4 mas yearj1 in declination.

We also calculated the average position of

all maser features for each observation (Figs.

2 and 3). We used the individual fits for each

maser feature to remove a constant position

offset for each maser feature. We used the

position offsets at day 229 of 2002, which is

in the middle of our observations. We then

calculated the variance weighted average of

the positions of all detected features. A fit of a

rectilinear motion to these average positions

yielded motions of 37 T 5 mas yearj1 in right

ascension and j13 T 6 mas yearj1 in dec-

lination for M33/19. For IC 133, we obtained

Fig. 1. The positions of two regions of maser activity in M33. Predicted motions due to rotation of the H I
disk are also shown. [Image courtesy of T. A. Rector [National Radio Astronomy Observatory (NRAO)/
Associated Universities, Inc. (AUI)/NSF and National Optical Astronomy Observatory (NOAO)/Association of
Universities for Research in Astronomy (AURA)/NSF], D. Thilker (NRAO/AUI/NSF), and R. Brown (ASTRON)].

Table 1. Observation date, observation length
tobs, beam size q, and position angle PA.

Epoch Date tobs (hours) q (mas) PA (-)

I 03/27/2001 10 0.88 � 0.41 164
I 04/05/2001 10 0.86 � 0.39 169
II 01/28/2002 10 0.62 � 0.33 176
II 02/03/2002 10 0.71 � 0.33 175
III 10/30/2002 10 0.87 � 0.38 171
III 11/12/2002 10 0.84 � 0.36 165
IV 12/14/2003 12 0.85 � 0.36 159
IV 01/08/2004 12 1.15 � 0.47 164
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a motion of 3 T 3 mas yearj1 in right as-

cension and j13 T 10 mas yearj1 in dec-

lination. This is consistent with the variance

weighted average of all maser feature motions

and suggests that the systematic internal

motions within the two regions (such as out-

flow) are probably not a substantial source of

bias. The difference in the maser position of

the two closely spaced observations within

each epoch was used to estimate the accuracy

of the position measurements. The average

position error over the four epochs was 7.7 mas
in right ascension and 9.8 mas in declination.

The relative motions between M33/19 and

IC 133 are independent of the proper motion

of M33 and any contribution from the rotation

of the Milky Way. Knowing the rotation

curve and inclination of the galactic disk, we

can predict the relative angular motion of the

two masing regions as a function of distance.

The rotation of the H I gas in M33 has been

measured, and the measured velocities were

fit with a tilted-ring model (16). We used this

model of the rotation of M33 to calculate the

expected transverse velocities of M33/19 and

IC 133. For M33/19, we expect a motion of

42.4 km sj1 in right ascension and j39.6 km

sj1 in declination. For IC 133, we expect

j64.0 km sj1 in right ascension and j74.6

km sj1 in declination. This gives a relative

motion of 106.4 km sj1 in right ascension

and 35 km sj1 in declination between the two

regions of maser activity.

The radial velocities of the H
2
O masers in

M33/19 and IC 133 and the H I gas at the

same positions agree (G10 km sj1 difference).

This suggests that the maser sources are

moving with the H I gas in the galaxy. How-

ever, although the rotation model and the ra-

dial velocity of the H I gas at the position of IC

133 is also consistent (G5 km sj1), there is a

difference of È15 km sj1 at the position of

M33/19. This indicates the presence of a tilt in

the disk that is not covered by the model of

(16). Because of this uncertainty in the rotation

model, we conservatively assume a system-

atic error of 20 km sj1 in each velocity com-

ponent for the relative velocity of the two

maser components.

Comparing the measured angular motion of

30.8 T 4 mas yearj1 in right ascension with the

expected linear motion of 106 T 20 km sj1, one

gets a geometric distance of D 0 730 T 100 T
135 kpc, where the first error indicates the

statistical error from the proper motion mea-

surements and the second error is the systematic

error from the rotation model. After less than 3

years of observations, the uncertainty in the

distance estimate is dominated by the uncer-

tainty of the rotation model of M33. Within the

errors, the geometric distance of 730 T 100 T
135 kpc is consistent with recent Cepheid and

tip of the red giant branch (TRGB) distances of

802 T 51 kpc and 794 T 23 kpc, respectively

(17, 18). It also agrees with a geometric dis-

tance estimate of 800 T 180 kpc (10).

The observed proper motion nYprop of a maser

(e.g., M33/19 or IC 133) in M33 can be de-

composed into three components: nYprop 0 nYrot þ
nYR þ nYM33. Here nYrot is the motion of the maser

due to the internal galactic rotation inM33, and

nYR is the apparent motion of M33 caused by

the rotation of the Sun around the Galactic

center. The last contribution,nYM33, is the proper

motion of M33 relative to the Milky Way.

The motion of the Sun can be decomposed

into a circular motion of the local standard of rest

(LSR) and the peculiar motion of the Sun. The

peculiar motion of the Sun has been determined

fromHipparcos data (19) to be 10.00 T 0.36 km

sj1 radially inwards, 5.25 T 0.62 km sj1 in the

direction of Galactic rotation, and 7.17 T 0.38

km sj1 vertically upwards. The International

Astronomical Union adopted LSR moves with

a velocity of 220 km sj1 toward a Galactic

longitude of l 0 90- and latitude of b 0 0-
(20). New VLBI measurements of the proper

motion of Sgr A*, the compact radio source at

the Galactic center, indicate a slightly higher

circular velocity of the LSR, 236 T 15 km sj1,

for a distance of 8 T 0.5 kpc between the Sun

and the Galactic center, where the uncertainty

is dominated by the uncertainty in the distance

to the Galactic center (13). Using a LSR

velocity of 236 T 15 km sj1 plus the peculiar

velocity of the Sun from (19), the motion of

the Sun causes an apparent proper motion of

ȧR 0 52.5 T 3.3 mas yearj1 in right ascension

and ḋR 0 j37.7 T 2.4 mas yearj1 in decli-

nation, assuming a distance of 730 kpc and

the Galactic coordinates of M33 (l 0 133.6-,
b 0 j31.3-).

Using the rotation model of (16), the

contribution from the rotation of M33 (for

IC 133) is ȧ
rot

0 j18.5 T 6 mas yearj1 in

right ascension and ḋ
rot

0 j21.6 T 6 mas
yearj1 in declination. Here, we assumed

again an uncertainty of 20 km sj1 for the

rotation velocity and a distance of 730 kpc.

Combining these velocity vectors, we get the

proper motion of M33:

ȧaM33 0 ȧaprop j ȧarot j ȧaR

0 ð4:7 T 3:2 þ 18:5 T 6 j

52:5 T 3:3Þ mas
year

0 j29:3 T 7:6
mas
year

0 j101 T 35
km

s

and

ḋdM33 0 ḋdprop j ḋdrot j ḋdR
0 ðj14:1 T 6:4 þ 21:6 T

6 þ 37:7 T 2:4Þ mas
year

0 45:2 T 9:1
mas
year

0 156 T 47
km

s

The transverse velocity changes by less than

5 km sj1 if we use the TRGB distance of

794 T 23 kpc (18) for this analysis. Finally, the
systemic radial velocity of M33 is j179 km

sj1 (16). The radial component of the rotation

of the Milky Way toward M33 isj140 T 9 km
sj1. Hence, M33 is moving atj39 T 9 km sj1

toward the Milky Way. This gives us the three-

dimensional velocity vector of M33 (Fig. 4).

The total velocity of M33 relative to the Milky

Way is 190 T 59 km sj1.

For Andromeda (galaxy M31), only one

component of the three-dimensional veloc-

ity vector is known: the radial velocity of
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116 km sj1 (301 km sj1 systemic velocity

minus 185 km sj1 contribution from solar

motion) toward the Milky Way. However, the

Milky Way is possibly falling toward M31,

because there are no other large galaxies in

the Local Group to generate angular momen-

tum through tidal torques (21). Following this

argument, we assume a proper motion of 0 for

M31. The geometry of the Andromeda sub-

group depends on the relative distance between

M31 and M33. Thus, it is crucial to use dis-

tances for the two galaxies that have similar

systematic errors, and we used the TRGB

distances to M33 and M31 (18, 22). The angle

between the velocity vector of M33 relative to

M31 and the vector pointing from M33 toward

M31 was 30- T 15-. For an angle of 30-, only
elliptical orbits with eccentricities of e 9 0.88

are possible. For the largest allowed angle of

45-, the eccentricities are restricted to e 9 0.7.

This eccentricity limit weakens if the proper mo-

tion of M31 is non-negligible, and for a motion

of 9150 km sj1, any eccentricity is possible.

If M33 is bound to M31, then the relative

velocity of the two galaxies must be smaller

than the escape velocity. This gives—for a zero

proper motion of M31—a lower limit for the

mass ofM31 of 1.2� 1012 solar mass (MR). A

substantial proper motion of M31 could re-

duce or increase the relative velocity and the

lower mass limit of M31. On the other hand,

the dynamical friction of M31 on M33 in-

dicates that M31 cannot have a very massive

halo of more than È 1012 MR unless the orbit

of M33 has a low eccentricity. Otherwise, the

dynamical friction would have led to a decay

of the orbit of M33 (23). This agrees with a

recent estimate of 12.3þ18
j6

� 1011 MR derived

from the three-dimensional positions and

radial velocities of its satellite galaxies (24).

More than 80 years after van Maanen_s
observation, we have measured the rotation

and proper motion of M33. These measure-

ments provide a method to determine dy-

namical models for the Local Group and the

mass and dark matter halo of Andromeda

and the Milky Way.
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Laser-Initiated Shuttling
of a Water Molecule Between

H-Bonding Sites
Jasper R. Clarkson,1 Esteban Baquero,1 V. Alvin Shubert,1

Evgeniy M. Myshakin,2 Kenneth D. Jordan,2 Timothy S. Zwier1*

The two-step laser excitation scheme of stimulated emission pumping (SEP)
induces shifts of a single water molecule between two remote hydrogen
bonding sites on trans-formanilide. This reaction can be initiated by selective
excitation of either isomer (C0O-bound or NH-bound) with different SEP
excitation wavelengths. Energy (E) thresholds for isomerization in both
directions have been measured [796 wave numbers e E(C0OYNH) e 988
wave numbers and 750 wave numbers e E(NHYC0O) e 988 wave numbers],
and the energy difference DE between the C0O-bound and NH-bound isomers
was extracted (–238 wave numbers e DE e þ192 wave numbers).

The strong solvating capacity of water is due

in large part to formation of hydrogen bonds

with solutes. If a solute has both donor (XH—

OH
2
) and acceptor (X¶–HOH) H-bonding sites,

an individual water molecule can bind to ei-

ther one. The full solvation shell is a complex

network of many H-bonded water molecules,

and the interplay between solvent and solute

that affects the physical and reactive proper-

ties of the embedded solute is difficult to sort

out (1–6).

In a gas-phase supersonic expansion, it

is possible to form isolated, specific solute-

(H
2
O)

n
clusters and to probe them spectro-

scopically (7–11). During the cooling that

accompanies the expansion, the water mole-

cules preferentially bind to the solute at one

of the H-bonding sites on the molecule. Spec-

troscopic studies of these complexes have

determined structures and measured binding

energies of the water molecule to the solute

(7, 8, 11–14). Such data can be used to refine

the semi-empirical potentials (15–19) that are

widely used in molecular dynamics and

Monte Carlo simulations of chemical and

biological processes in aqueous solution.

However, studies of solute-(H
2
O)

n
clusters

typically probe the region of the inter-

molecular potential energy surface only near

the most stable minima. As a result, semi-

empirical and ab initio–based intermolecular

potentials often lack molecular-scale checks

on their accuracy far away from the potential

minima, particularly regarding the energy

barriers that separate the minima.

We recently introduced an experimental

method that can directly measure the ener-

getic barriers to conformational isomerization

in flexible molecules (20). Here, we apply this

method to the isomerization of a 1:1 water-

solute complex, in which the water molecule

moves between H-bonding sites on the same

solute. This isomerization reaction requires the

water molecule to break one H bond with the

solute and then, after translation, to form a

second H bond. The barrier probed is caused

by a transition state configuration in which

the water molecule lies between the two sites,

still interacting with the solute in a configu-

ration far from either minimum.

The solute chosen for these studies, trans-

formanilide (TFA), has a trans-amide group

attached to an aromatic ring, with its N–H

donor and C0O acceptor sites pointing in oppo-

site directions (Fig. 1A). The TFA-H
2
O com-

plex is among the most thoroughly studied

water-containing complexes, partly because it

is prototypical of water_s interactions with the
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biologically important amide group and partly

because it is formed in a supersonic expan-

sion with roughly equal populations in the

NH-bound and C0O-bound isomeric forms

(21–25).

These two isomers are readily distinguished

from one another spectroscopically. A laser-

induced fluorescence spectrum (Fig. 1B) iden-

tifies the S
1
@ S

0
origin transitions of the two

isomeric complexes, which connect the zero-

point vibrational level (ZPL) of the ground

electronic state to the zero-point level of the

first singlet excited electronic state (21, 22).

Fluorescence-dip infrared spectroscopy has

been used to record infrared spectra of each

complex in the OH and NH stretch region

(2800 to 3800 cmj1) (fig. S1) (26), confirming

the assignments of earlier work. (23) On this

basis, the labeled transitions (Fig. 1B) could

be assigned unambiguously to the NH-bound

and C0O-bound TFA-H
2
O complexes, respec-

tively (Fig. 1A) (23).

To determine the energy needed to isom-

erize between these two structures, we used

a cool-excite-recool-probe temporal protocol

(Fig. 1C) introduced recently (20, 27–29). In

the first step, the NH-bound and carbonyl-

bound TFA-water complexes are formed and

cooled to their ZPLs early in the supersonic

expansion. The complexes are then vibration-

ally excited via a two-laser pump-dump se-

quence called stimulated emission pumping

(SEP) (20).

The SEP pump laser (0.1 mJ per pulse) is

fixed to the S
1
@ S

0
origin transition of one

of the TFA-H
2
O isomers (36,118 cmj1 for the

C0O-bound isomer and 35,787 cmj1 for the

NH-bound isomer). A second ultraviolet (UV)

laser beam (the dump laser, 1mJ per pulse),

spatially overlapped with the first and delayed

by 2 ns, was tuned through the transitions

from the S
1
ZPL to specific vibrational levels

in the ground electronic state ES
1
(ZPL) Y

S
0
(v)^. This time delay is short compared with

the S
1
excited state lifetime of the complex

(È10 ns). Stimulated emission from S
1
(ZPL)

to S
0
(v) was possible because of the popula-

tion inversion between the S
1
00 level (popu-

lated by the pump pulse) and the S
0
(v) lower

level, which has all of its population removed

by the cooling in the expansion.

The wavelength l
2
is tuned to different

S
1
(00) Y S

0
(v) transitions to place a well-

defined amount of internal energy into one

isomer of the complex. A second stage of

collisional cooling dissipates the excess vibra-

tional energy, and then in the collision-free

region of the expansion a UV probe pulse (of

fixed wavelength l
3
) interrogates the result-

ing population of reactant or product by using

laser-induced fluorescence (LIF).

If the dump laser populates a vibrational

level below the lowest barrier to isomeriza-

tion, no reaction can occur in the absence of

tunneling. However, when the vibrational

energy E
vib

exceeds the barrier to isomeriza-

tion, some of the molecules isomerize and

can be cooled subsequently to the zero-point

level of the product. The population transfer

(PT) spectrum therefore highlights the pop-

ulation changes induced by the dump laser as

it is tuned (20). Alternatively, the reactant

channel can be monitored to observe the

population not transferred but recooled to its

original form. To highlight the population

changes induced by the dump laser, we

operated the pump and probe lasers at twice

the repetition rate (20 Hz) of the dump laser

(10 Hz) while recording the difference in

probe LIF signal between successive pulses

with use of active baseline subtraction in a

gated integrator.

To observe the population changes in-

duced by the SEP process, the majority of the

TFA-H
2
O complexes must be formed before

SEP excitation. A series of LIF scans taken

as a function of distance from the 1.2-mm-

diameter expansion orifice (fig. S2) confirmed

this criterion. The transition intensities of the

TFA-H
2
O complex transitions have reached

their final fractional abundance relative to the

monomer transitions by 3.0 mm downstream,

which is the distance where SEP excitation

occurs.

For comparison with the population trans-

fer spectra, the SEP spectra of both isomers

were also recorded. Instead of LIF, we used

two-color, resonant two-photon ionization (2C-

R2PI) detection in a molecular beam time-of-

flight mass spectrometer (7). This technique

avoids the interference from scattered laser

light in LIF. When the SEP dump pulse is

nonresonant with a transition to the ground

state, it can ionize the complex from the S
1
(00)

level. Thus, when a dump transition to a vi-

brational level in the ground state occurs, the

decrease in S
1
(00) population creates a dip in

the (TFA-H
2
O)þ ion current otherwise pro-

duced. The abscissa on these traces (Figs. 2A

and 3A) is the energy (in wave numbers) above

the reactant ZPL, that is, the amount of in-

ternal energy placed in the complex by the

SEP process.

The PT spectrum (Fig. 2B) recorded by ex-

citing the TFA-H
2
O(C0O) complex and moni-

toring the population of the TFA-H
2
O(N–H)

complex shows a clear onset at 988 wave

numbers (equivalent to 11.8 kJ mol–1), indi-

cating that the energy threshold for the TFA-

H
2
O(C0O) Y TFA-H

2
O(N–H) isomerization

Fig. 1. (A) Chemical structures for the TFA monomer, the NH-bound TFA-
H2O cluster [TFA-H2O(NH)], and the carbonyl-bound TFA-H2O
complex [TFA-H2O(C-O)]. (B) LIF excitation spectrum in the region of the
S1 @ S0 origin of TFA. The S1 @ S0 origin transitions of the TFA monomer
and the NH-bound and C0O-bound TFA-H2O complexes are labeled in the
spectrum. Graph shows intensity in arbitrary units. (C) The spatial arrangement

of the SEP-PT spectroscopy used in this work, consisting of a four-step cool-excite-recool-probe sequence. The complexes undergoing SEP excitation have a
definite initial internal vibrational energy determined by the wavelength difference between pump (l1) and dump (l2) lasers. The probe laser (l3) interrogates the
population of reactant or product downstream via LIF.
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must be less than 988 cmj1. All transitions

above this threshold are observed with relative

intensities consistent with the SEP spectrum

above it (Fig. 2A). This threshold represents

a firm upper bound to the energy barrier to the

TFA-H
2
O(C0O) Y TFA-H

2
O(N–H) isom-

erization. In the same way, the lack of a tran-

sition in the population transfer spectrum at

796 cmj1, a resonance clearly observed in

the SEP spectrum, places a lower bound on

the isomerization barrier if the isomerization

rate at threshold is fast compared to the colli-

sional cooling rate. The magnitude of this ki-

netic shift is estimated to be small (G50 cmj1)

(30). Thus, E
barrier

(C0O Y NH) is bounded

by È796 cmj1 and 988 cmj1.

The analogous SEP and PT spectra (Fig. 3,

A and B) for the reverse process, namely TFA-

H
2
O(NH) Y TFA-H

2
O(C0O) isomerization,

give bounds on the energy barrier for this

process of È750 cmj1 e E
barrier

(NHYC0O) e
988 cmj1. Therefore, within the bounds of

the measurement, the barrier is the same in

both directions. Because these experiments

probe the same barrier from different start-

ing points, the combined NH Y C0O and

C0O Y NH measurements can be used to

determine the relative energies of the

TFA-H
2
O(NH) and TFA-H

2
O(C0O) minima.

The bounds so determined E–238 cmj1 e
E
min

(C0O) – E
min

(NH) e þ192 cmj1^ place
the minima close to one another in energy,

as anticipated on the basis of the similar

relative intensities of the S
1
@ S

0
origin

transitions of the two isomers (Fig. 1B).

Probing the unreactive TFA-H
2
O(NH) pop-

ulation after excitation of this isomer (Fig. 3C)

offers a complementary threshold measure-

ment. Below the threshold for isomerization,

the SEP process drives the TFA-H
2
O(NH)

population back down into the TFA-H
2
O(NH)

reactive well, increasing the ground state pop-

ulation and therefore the LIF signal, when

the dump laser is resonant with a transition.

However, the LIF intensities in this spectrum

decrease substantially for all transitions at or

above 988 cmj1. This result is consistent with

isomerization siphoning off a fraction of the

population to TFA-H
2
O(C0O) product. Above

the 988 cmj1 threshold, the relative transi-

tion intensities in the NH Y C0O and NH Y
NH PT spectra (Fig. 3, B and C) match those

in the SEP spectrum (Fig. 3A), indicating

that the isomerization quantum yield stays

roughly constant with increasing energy. This

lack of energy dependence on the quantum

yield is consistent with fast isomerization that

equilibrates the populations of the two isomers

before the reaction is quenched by collision-

al cooling.

Lastly, the same methods can be used to

determine the binding energy of the complex.

When the SEP excitation energy exceeds the

binding energy, water dissociation occurs to

produce TFA monomers, which are cooled to

their zero-point level before detection down-

stream with the probe laser. When the TFA

monomer S
1
@ S

0
origin is monitored after SEP

excitation of the TFA-H
2
O(C0O) complex,

the first monomer product signal is observed

at an internal energy of 1990 cmj1, equiva-

lent to a binding energy of 23.8 kJ mol–1 (fig.

S3). This value is consistent with the binding

energy determined by other means for the

C0O-bound water molecule (22.6 T 1.2 kJ

mol–1) (24).

The experimental results for the barrier

heights and relative energy minima were

compared with density functional theory

calculations (31) with use of the Becke3LYP

functional (32, 33) and the 6-31þG* basis set

(34) (Fig. 4). The lowest calculated transition

state energy (1110 cmj1) is somewhat above

the experimental bounds (799 to 988 cmj1). A

second calculated transition state that places the

water molecule above the TFA ring is about

200 cmj1 higher in energy (1330 cmj1). The

close correspondence of the experimentally de-

termined barrier height with that calculated for

the first transition state supports the assignment

of this transition state to that probed experi-

mentally. In the lowest energy transition state,

the water molecule stays in the plane of the

TFA molecule and acts as an acceptor to a weak

C–HIOH
2
hydrogen bond with the aldehyde

C–H group.

The minimum-energy pathway associated

with the lowest-energy transition state involves

in-plane motion of the water molecule as it

moves around the amide group from reactant to

product well (Fig. 4A). This pathway, com-

puted with the nudged elastic band algorithm

(35, 36), can be broken up into three sections:

(i) an initial steep ascent out of the H-bonded

reactant well as the H bond breaks, (ii) a broad,

flat section, covering much of the pathway, in

which water skirts around the amide group in

an acceptor orientation, and (iii) a steep descent

and fast reorientation of water as it slides into

the H-bonding well on the other side.

With increasing energy, more pathways are

available, such as that which passes through

an out-of-plane transition state over the phenyl

ring with an energy of 1330 cmj1 (Fig. 4B).

A second out-of-plane pathway (not shown)

with a very similar energy traverses over the

top of the amide group. Thus, as the energy

available to the complex is increased from the

isomerization threshold (988 cmj1) to the dis-

sociation threshold (1990 cmj1), the water

molecule can move over larger and larger

regions of the surface of TFA while it passes

from one well to the other, reducing the

Fig. 2. (A) SEP spectrum of the carbonyl-bound
TFA-H2O complex recorded under collision-free
conditions in a molecular beam time-of-flight
mass spectrometer. The ion-dip detection scheme
is described in the text. (B) SEP-population transfer
spectrum for the TFA-H2O(C0O) Y TFA-
H2O(NH) isomerization process. The SEP exci-
tation of the TFA-H2O(C0O) complex is carried
out in the collision-dominated region of the
expansion (Fig. 1C). The isomerization to TFA-
H2O(NH) is probed via LIF. The sharp onset for
the population gain signal due to the TFA-
H2O(NH) product at 988 cmj1 constitutes an
upper bound on the energy barrier for TFA-
H2O(C0O) Y TFA-H2O(NH) isomerization.

Fig. 3. (A) SEP spectrum of the TFA-
H2O(NH) complex over the 700-to-1300
cmj1 region. All conditions are the same
as those used for the spectra in Fig. 2. (B)
SEP-PT spectrum for the TFA-H2O(NH)Y
TFA-H2O(C0O) isomerization, the reverse
process of that in Fig. 2. The sharp onset
at 988 cmj1 constitutes an upper bound
to the energy barrier for the process.
(C) Analogous SEP-PT spectrum for the
TFA-H2O(NH) Y TFA-H2O(NH) unreac-
tive channel, showing the effect of the
isomerization threshold on the reactant
population.
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importance of any particular transition state

(37). As a result, it seems likely that modifi-

cations to transition state theory (38) will be

needed in order to describe the rate of this

reaction and its dependence on internal

energy (39).

Because the isomerization process is initi-

ated by SEP, the vibrational modes carrying

the oscillator strength in the S
1
(00) Y S

0
(v)

dump transition are largely localized on the

TFA molecule (40). In order for isomerization

to occur, the laser-excited intramolecular vi-

brations of TFA must couple to the intermo-

lecular vibrations of the complex. Collisions

can contribute to this energy scrambling, but

they also could selectively remove energy

from the low-frequency intermolecular modes,

thereby inhibiting isomerization. For these rea-

sons, it seemed possible that near threshold

the isomerization efficiency would show mode-

specific dependence on the vibrational level

excited by the SEP process. The matched in-

tensities in the SEP and PT spectra (Figs. 2

and 3) argue against the importance of such

mode-specific effects in TFA-H
2
O. However,

in a different system, excitation of localized

solute vibrations near the water-binding site

might selectively enhance the solvent re-

arrangement, motivating further work on

these solvent-switching reactions.
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Fig. 4. Nudged elastic band (NEB) calculations of two minimum-energy
pathways for the isomerization of water between the C0O-bound and
NH-bound sites on TFA. The calculations were carried out by using
density functional theory (31) with the Becke3LYP functional (32, 33)
and a 6-31þG* basis set (34). The NEB method uses a discrete repre-
sentation of the reaction path (41), with the points (images) along the path
being relaxed by using first derivatives only. The initial geometries for the
images were constructed by linear interpolation between the C0O- and N–
H-bound minima. The images were relaxed by using a modified Broyden
optimization scheme (42) until the root mean square was below 0.5 kJImolj1

nmj1. The highest energy images for each pathway were taken as guessed
transition state geometries in a transition state search by the QST3 method
used in Gaussian 03. (A) In-plane pathway with the lowest energy barrier to

isomerization. The fully optimized energy of the transition state for this
pathway is 1320 cmj1 (15.8 kJ mol–1) without correction for zero-point
energy effects. The barrier drops to 1110 cmj1 (13.3 kJ mol–1) when zero-
point energy corrections are included (marked by a triangle). (B) The analo-
gous over-the-ring pathway for the water molecule. The fully optimized
energy of the transition state for this pathway is 1610 cmj1 (19.4 kJ mol–1)
without correction for zero-point energy effects. The zero-point energy-
corrected transition state for this pathway is 220 cmj1 higher than the in-
plane transition state (1330 cmj1 0 15.9 kJ mol–1, also marked with a
triangle). The fact that some of the points along the NEB pathway are
slightly higher in energy than the transition state (which is optimized with
use of Hessian-based methods) arises because of the tighter convergence
criterion used in the transition state optimization (10j5 kJ mol–1).
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Deflection of the Interstellar
Neutral Hydrogen Flow Across

the Heliospheric Interface
R. Lallement,1* E. Quémerais,1 J. L. Bertaux,1 S. Ferron,1

D. Koutroumpa,1 R. Pellinen2

Using an absorption cell, we measured the Doppler shifts of the interstellar
hydrogen resonance glow to show the direction of the neutral hydrogen flow
as it enters the inner heliosphere. The neutral hydrogen flow is found to be
deflected relative to the helium flow by about 4-. The most likely explanation
of this deflection is a distortion of the heliosphere under the action of an
ambient interstellar magnetic field. In this case, the helium flow vector and
the hydrogen flow vector constrain the direction of the magnetic field and act
as an interstellar magnetic compass.

The Sun is moving at a velocity of 25.5 km

s–1 through a tenuous, 20 to 30% ionized

interstellar cloud (1–3). The inflowing in-

terstellar plasma forces the solar wind to

turn back and confines it within the

heliosphere, whereas the interstellar plas-

ma is diverted around the heliopause (4).

Interstellar neutral species separate from

the plasma, cross the heliospheric inter-

face, and reach the inner solar system,

forming the so-called interstellar wind (5).

However, this separation is not complete

because of charge-transfer reactions be-

tween ions and atoms, which, beyond the

heliopause, have a characteristic length

scale on the order of the size of the

heliosphere E,100 astronomical units (AU)^.
This process replaces a fraction of the initial

interstellar H atoms with a new population

of atoms that are instantaneously moving in

the same direction and at the same speed

as the decelerated and heated interstellar

protons (6–8). Unlike H, neutral He ex-

periences much less charge transfer and,

when entering the heliosphere, keeps the

characteristics of the ambient circumsolar

interstellar medium (2). The differences

between the neutral H flow and that of

neutral He (i.e., the deceleration, heating,

and filtering of neutral H), because they

measure the imprints of the plasma, con-

strain the plasma flow properties and the

heliospheric interface structure and size

(9–13).

The direction and strength of the in-

terstellar magnetic field B
IS

in the solar

neighborhood are unknown. Measurements

over large distances show that galactic

magnetic field intensities are on the order

of a few microgauss. Therefore, the am-

bient interstellar magnetic pressure may

be large compared with the gas pressure

and thus may influence the size and shape

of the heliosphere. There is no physical

reason for any particular angle between the

heliocentric-wind vector (which depends

on the random motion of the Sun) and the

magnetic field vector (which depends on

the history of the local interstellar medium

and the interaction of the local cloud with

other clouds). As a consequence, an addi-

tional magnetic confinement of the helio-

sphere is likely to produce departures from

axial symmetry of the heliospheric plasma

interface, and, in turn, the detection of a

difference between the H and He flow

directions would be a sign for such an

asymmetry of the plasma distribution.

The solar wind anisotropies (SWAN)

experiment (14) on board the Solar and

Heliospheric Observatory (SOHO) satellite

is mapping the solar Lyman-a (Ly-a) ra-

diation (with a wavelength of 121.6 nm)

that is resonantly backscattered by inter-

stellar H atoms, called the H glow. Most

of the glow is generated within ,10 AU

from the Sun. When activated, an absorp-

tion cell blocks out a fraction of the

emission line Esupporting online material

(SOM) text 1^. The absorption line_s
Doppler shift depends on the relative

motion between the emitter (the interstellar

H flow) and the absorber (the cell or the

spacecraft). To first order, the transmitted

fraction is a minimum for a line of sight

that is perpendicular to the relative-velocity

vector. The locations on the sky of the

maximum absorption directions form a

pattern that is close to a circle, called the

zero–Doppler shift circle (ZDSC) (SOM

text 2). During the year, the gas velocity

in the SOHO frame changes in modulus

and direction, and the ZDSC changes

accordingly (Fig. 1). A cell thus acts as a

negative scanning spectrometer, providing

information on the emission line and thus

the velocity distribution of the interstellar

atoms.

We extracted several series of data points

forming secants of the ZDSC (Fig. 1). With-

in each series, the direction of sight moves

from one side to the other of the ZDSC.

Along each of these secants, we derived the

coordinates of the minimum transmission

1Service d’Aéronomie du CentreNational de la Recherche
Scientifique, Institut Pierre Simon Laplace, Boite Postale
3, 91371 Verrières-le-Buisson, France. 2Finnish Meteoro-
logical Institute, Post Office Box 503, 00101 Helsinki,
Finland.

*To whom correspondence should be addressed.
E-mail: rosine.lallement@aerov.jussieu.fr

Fig. 1. Two examples
of absorption cell trans-
mission maps recorded
by SOHO/SWAN (on
25 April 1996 and 29
December 1996). Maps
are in ecliptic coor-
dinates. Blank areas cor-
respond to the absence
of measurements or to
contaminated data.
Maximum absorption
directions (green areas)
form a pattern close
to a great circle. This
ZDSC is in a plane that
is perpendicular to the
interstellar gas velocity in the observer frame, i.e., the difference between the H flow motion (green dashed vector) and the Earth velocity (black
vector). The data used for the present analysis (black dots) are series of secants of the ZDSC.
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direction (SOM text 3). In parallel, we

calculated the transmission predicted by a

forward model of a homogeneous, single-

fluid, neutral H flow (SOM text 4) and

derived the coordinates of the predicted

minimum-transmission direction. Finally,

for each secant, we calculated the angle

between the measured and modeled direc-

tions. The model has been adjusted to the

data by minimizing these angles using a least

squares method.

Our method uses the line Doppler shifts

only, which allows us to neglect the cell

characteristics and their temporal variations

(aging), as well as line broadening caused by

radiative transfer of photons (SOM text 5)

(15). We performed a parametric study

within the optically thin assumption (photons

are scattered once), and we varied, in

addition to the wind_s direction, its bulk

velocity and its temperature. The ratio of

radiation pressure to solar gravity was also

varied between 0.8 and 1.0 (11, 16). We used

the self-reversed solar line measured as in

(17). The rate of ionization under the in-

fluence of the solar wind and solar extreme-

ultraviolet photons was varied between 1.0 �
10–6 and 1.5 � 10j6 sj1 at 1 AU, and a 40%

decrease of the ionization between the Sun_s
equator and the pole was assumed. The

derived bulk speed (22 T 1.0 km sj1) and

the derived temperature of the incoming H

flow (11,500 T 1000 K) (SOM text 6) are

similar to previous measurements (10, 11).

These derived measurements, when compared

with He measurements (bulk speed of 26.3 T
0.4 km s–1 and temperature of 6300 T 340K)

from (18, 19), confirm the deceleration and

heating of the H flow. The minimum reduced

c2 is found for (l, b) 0 (252.5-, 8.8-, where l
is the ecliptic longitude and b is the ecliptic

latitude).

A different, model-independent method of

line profile reconstruction (12) was also

applied to the same data. By combining

measurements taken toward the same given

direction in the sky and recorded from all the

SOHO vantage points during a year (i.e., with

varying Doppler shifts of the cell absorption

line), it is possible to fully or partially

reconstruct the line profile corresponding to

this given direction. By using the resulting

map of projected velocities, we found the

wind axis (12) to vary in a systematic way

from the upwind to the downwind side Efrom
(l, b) , (249-, 8-) to (l, b) , (253-, 9.5-)^, as
if the flow were rotating by about 3- to 4-
around the Sun. This trend has raised some

doubts about the possibility of comparing the

direction of H flow with the direction of He

flow. We used our model to perform a test of

this method and found that this shift is mainly

caused by the assumption that the line profile

from a given direction is independent of the

location of the observer along Earth_s orbit

(SOM text 7) (12). We used this analysis to

calculate corrections to the earlier results of

(12). After correction, the wind directions are

less scattered and are centered on (l, b) 0
(252.2-, 9.0-) (Fig. 2). The two independent

methods, a data-model adjustment of the

ZDSC location and the model-independent

line profile reconstruction, are consistent (SOM

text 8). We have considered the difference

between the two results as representative of the

uncertainties on the wind axis direction; that is,

our error bars are on the order of 0.5- and take
into account the existence of residual system-

atic effects caused by our monofluid approxi-

mation, departures from stationariness, or solar

wind anisotropies (SOM text 8).

Interstellar neutral He has been found to

flow from (l, b) 0 (254.7- T 0.4-, 5.2- T 0.2-)
(18–20), which is different from the H flow

direction by 4- T 1-. The reason for such a

deviation of the H flow is most likely linked

to a distortion of the heliosphere, probably

under the action of an ambient B
IS
. Other

explanations are less likely, but the most

serious other candidate is a combination of

strong solar wind latitudinal anisotropies and

a strong north-south solar wind asymmetry

(SOM text 9). A number of magneto-

hydrodynamic (MHD) models of the helio-

sphere in the case of an inclined interstellar

magnetic field that include a simplified

treatment of charge exchange have been

calculated (21–23), but no fully self-consistent

model has been built yet.

A common feature of the models, includ-

ing pure MHD models (24), is a large

distortion of the bow shock and the helio-

pause (Fig. 3) for 30- G a G 60-, where a is

the angle between B
IS

and the bulk-flow

velocity vector V (both the field-aligned flow

and the perpendicular case lead to axisymme-

try). A fraction of the H atoms that reach the

Sun come directly from the interstellar

medium. This is the so-called primary com-

ponent (flow 1 in Fig. 3), which keeps its

initial direction (the He flow direction). A

second flow of neutral atoms reaching the

inner solar system is made of the trans-

charged (neutralized by charge transfer)

interstellar protons, the so-called secondary

atoms (flow 2). Most of those secondaries are

born in the outer heliosheath between the bow

shock and the heliopause (8). The major

difference between the secondaries in the

Fig. 2. H flowdirection determination. Directions
with c2 = 1.14 (bold line), 1.16, 1.21, 1.5, and 2.0
from the maximum-absorption location method
are shown with solid lines. Dots indicate the
series of corrected directions derived from the
line profile reconstruction method. The He flow
direction and its error bars are shown for
comparison. If the deflection is associated with
a magnetically distorted heliosphere, the H and
He flow directions define the interstellar mag-
netic field plane.

Fig. 3. A schematic
view of the heliosphere
in the case of a BIS
inclined with respect
to the flow direction
[adapted from (24)
and (25)]. Neutral (red
arrows) and plasma
(electrons and ions,
black arrows) flows
are sketched in the
plane containing BIS
(dashed lines) and the
wind flow vector. The
secondary flow of H
atoms (marked 2) is
generated between
the bow shock and
the heliopause in a
region between the
Sun-wind axis and the
displaced stagnation
line (green dashed
line). According to such
a scheme, the plane
containing the primary
flow (nondeviated, marked 1) and the secondary flow also contains the magnetic field, and the
secondary flow arrival direction lies between the wind axis and the field direction.
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axisymmetric case (no magnetic field or

parallel or perpendicular magnetic field) and

the general case (0- ¡ a ¡ 90-) is that the
stagnation line (which separates the ions

deflected on both sides of the heliopause) is

no longer aligned with the Sun-wind axis but

is offset. As a consequence, a larger number

of secondary atoms able to reach the Sun

(with the ion velocity vector directed toward

the Sun before charge transfer) are formed on

one side of the Sun-wind axis and form a

deflected flow. The gas that is observed in the

inner heliosphere is the sum of population 1

(nondeviated) and population 2 (deviated),

and thus is itself deviated, although to a lesser

extent, which depends on the relative con-

tributions of the two fluxes. The departure of

this average flow from the He flow is an

imprint of the charge-exchange processes in

the nonaxisymmetric outer heliosphere.

Three constraints on the direction of B
IS

can be derived. First, B
IS

is contained in

the plane defined by the H and He flow

vectors; that is, B
IS

is perpendicular to

(l, b) 0 (167-, –30-). Second, according to

models, draping of magnetic field lines

around the asymmetric heliopause is such

that the high-pressure side of the helio-

sheath is opposite to the displaced stagna-

tion line (Fig. 3). The other side, which

contains the stagnation line, is filled with a

less compressed flow of plasma and sec-

ondary neutrals and is the low-pressure

region. The magnetic field from the inter-

stellar side toward the inner heliosphere is

thus oriented like the secondary flow of

neutral H with respect to the wind axis but

further away. The third constraint comes

from the conditions on the angle a between

B
IS
and the bulk velocity V. Assuming that a

is between 30- and 60-, an estimate range

for the ecliptic coordinates of B
IS
is l 0 30-

to 60-, b 0 –30- to –60- (or the opposite

direction). In galactic coordinates, this trans-

lates to (l, b) 0 (205- to 240-, –38- to –60-),
which can be compared with the spatial

distribution of the local interstellar cloud-

lets derived from interstellar absorption

lines recorded in the spectra of nearby stars

(25, 26). The projection of B
IS

onto the

galactic plane is more or less tangent to the

boundary of the local interstellar cloud, in

the region that is facing the neighboring

cooler and faster G cloud (so-called because

it is located on the galactic center side), as

would be the case if the magnetic field lines

were compressed between the two cloudlets

(Fig. 4).

The most compressed part of the helio-

sheath on the upwind side is opposite to the

direction of deflection and thus is toward

lower ecliptic latitudes (less than 5-) and

higher longitudes (more than 254-) as

compared with the wind axis. This should

influence the direction of energetic neutral

atoms originating from charge transfer with

the subsonic solar wind and with accelerated

particles. On the other hand, an additional

magnetic compression is expected to in-

crease the density of secondary neutral

species piling up at the interface, reinforcing

the so-called hydrogen wall (8), and possibly

explaining ultraviolet spectrometer Ly-a
data recorded over the past 10 years, which

suggest an H wall–related emission increase

stronger than what self-consistent models

without a magnetic field predict (27).

If the heliosphere is distorted as in Fig.

3 under the action of a magnetic field, then

the heliosphere is more elongated toward

increasing ecliptic latitude. Voyager 1,

which is at about 90 AU and is heading

toward the northern ecliptic hemisphere,

would be moving toward an elongated part

of the termination shock. Indeed, such a

configuration has been invoked recently

(28, 29) to reconcile all kinds of data recently

collected (30–32) and to explain how Voyager

1 can detect energetic particles accelerated at

the shock barrier without having crossed it

yet.
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Fig. 4. Interstellar cloudlets around
the Sun in the galactic plane [sketch
adapted from (26) and (27)]. The
galactic center direction [galactic
longitude (Iii 0 0-)] and the anti-
center (Iii 0 180-) are indicated. The
local interstellar cloud (LIC) is
surrounded by masses of gas with
different velocities, temperatures,
and abundances. Dot-dashed lines
are the projections onto the galactic
plane of the inferred BIS in the two
cases a 0 30- and a 0 60-, which
are considered as limits. aCen, alpha
Centauri; 36 Oph, 36 Ophiuchi.
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Supramolecular Assembly of
Amelogenin Nanospheres into

Birefringent Microribbons
Chang Du,1 Giuseppe Falini,2 Simona Fermani,2

Christopher Abbott,1 Janet Moradian-Oldak1*

Although both tooth enamel and bone are composed of organized assemblies
of carbonated apatite crystals, enamel is unusual in that it does not contain
collagen nor does it remodel. Self-assembly of amelogenin protein into
nanospheres has been recognized as a key factor in controlling the oriented
and elongated growth of carbonated apatite crystals during dental enamel
biomineralization. We report the in vitro formation of birefringent microribbon
structures that were generated through the supramolecular assembly of
amelogenin nanospheres. These microribbons have diffraction patterns that
indicate a periodic structure of crystalline units along the long axis. The growth
of apatite crystals orientated along the c axis and parallel to the long axes of
the microribbons was observed in vitro. The linear arrays (chains) of
nanospheres observed as intermediate states before the microribbon formation
give an important indication as to the function of amelogenin in controlling the
oriented growth of apatite crystals during enamel mineralization.

Protein self-assembly into ordered structures

is a critical step toward the control of mineral

deposition in biomineralizing systems such

as bone, teeth, and mollusk shells. Mamma-

lian tooth enamel, the hardest tissue in the

vertebrate body, is a secretory product of

cells of epithelial origin called ameloblasts

(1, 2). During enamel development, amelo-

blasts and the adjacent cells pass through

several stages with well-characterized mor-

phologies that are related to their functions

(3, 4). The cellular behavior has been linked

to chemical changes in the enamel in terms of

matrix processing and mineralization (4, 5).

The relation between gene expression and

assembly of the organic matrix component

controlling the structural hierarchy of enamel

has also been reported (6). As characterized

by Eastoe (2), developing enamel does not

contain collagen, nor does it remodel. The

partially mineralized extracellular matrix

at the initial secretory stage contains, by

weight, approximately 30% mineral, and the

remainder is organic material and water (7).

At this stage, amelogenin proteins comprise

more than 90% (w/w) of the organic matrix.

Other important protein components include

enamelins, ameloblastins, and enamel pro-

teinases (1). After their secretion, amelogen-

ins are almost immediately processed in a

stepwise and controlled manner, and eventu-

ally are removed from the extracellular space

during the late maturation stage. Massive

degradation of the enamel extracellular

matrix components (mostly amelogenins) is

concomitant with the rapid growth of enamel

crystals, creating a highly organized struc-

ture that is almost completely inorganic

(990% mineral) (5, 7). The highly elongated

and oriented ribbonlike carbonated hydroxy-

apatite crystals in mature enamel are quite

different in size and morphology from those

of bone, cartilage, and dentin, which have a

platelike morphology (8, 9). Amelogenins

have been postulated to fulfill major struc-

tural roles during the oriented growth of

enamel crystals. They are hydrophobic in

nature because they are enriched in proline,

glutamine, histidine, and leucine. Sequence

conservation is remarkably high among

species, particularly in the N- and C-terminal

regions of the protein (10).

The complete secondary and tertiary struc-

tures of amelogenin are obscure. The early x-

ray diffraction (XRD) studies suggested a

cross-b or b-sheet structure in the enamel

matrix (11); circular dichroism (CD), Fourier

transform infrared (FTIR), and Raman spec-

troscopy studies have suggested that amelo-

genin molecules contain b sheets and b turns

(12, 13). The difficulty in elucidating the

structure and function of amelogenin has been

partly due to its tendency to form aggregates,

which are sensitive to and reversible by

temperature changes (14, 15). Eastoe has sug-

gested that the amelogenin-rich enamel extra-

cellular matrix was an Bunstructured[ gel with

thixotropic properties that functioned to

Bnurture[ the growth of the enamel crystal-

lites (2). Others have reported the presence of

some relatively ordered structures in devel-

oping enamel that might represent the ultra-

structure of the organic matrix (16–19). With

the use of a freeze-fracturing technique,

collinear spherical structures of 30 to 50 nm

in diameter arranged in linear arrays organized

in the direction of the crystallites_ long axis

have been detected (19). It was not known

whether these represented organic material or

some kind of organic-mineral quasi-crystalline

subunit structures. The structural studies of a

recombinant murine amelogenin, together with

a comparison to transmission electron micro-

scope (TEM) preparations of developing

enamel from different species, led to the

conclusion that amelogenin proteins self-

assemble into supramolecular structures,

termed Bnanospheres[ (20). The nanospheres

have been proposed to be the basic structural

entities of the developing enamel extracellular

matrix and to play a crucial function in

enamel biomineralization (20).

We investigated the process of amelogenin

self-assembly in vitro and explored the

formation of higher levels of ordered struc-

tures from the nanospheres. We report the

spontaneous assembly and hierarchical orga-

nization of birefringent Bmicroribbons[ of a

full-length recombinant porcine amelogenin

(rP172). We further observed the formation

and c-axial orientation of hydroxyapatite on

the self-assembled amelogenin microribbons

during an in vitro mineralization study. We

suggest that the substantial alignment of

amelogenin nanospheres into long chains

may be relevant to the mechanism of its func-

tion as a scaffold in facilitating the elongated

and oriented growth of apatite crystals during

enamel biomineralization.

The full-length recombinant porcine ame-

logenin rP172 formed microribbons under a

wide variety of solution conditions (table S1

and fig. S1) (21). In contrast, a native porcine

amelogenin lacking the hydrophilic 25–amino

acid C terminus (P148 or the 20k amelogenin)

failed to form microribbons under the same

conditions (22). Figure 1, A to C, shows three

notable stages of amelogenin assembly and

highlights a specific trend in amelogenin

precipitates during crystallization of the micro-

ribbons. When amelogenin molecules assem-

ble into the form of a filamentous web

structure (Fig. 1, B and C), this material

evolves over time into more organized entities

that show strong birefringence (Fig. 1D) and

have defined edges, which we term micro-

ribbons (Fig. 1E). Interestingly, the thickness

and the width of the mature ribbons are almost

constant, regardless of the solution conditions

for assembly, whereas their length varies

widely even under a single set of experimental

conditions (Fig. 1E). The mature microribbons

were stable and their overall shape was

conserved in the precipitation media for

several months, and even after they were air
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Studiorum Università di Bologna, via Selmi 2, 40126
Bologna, Italy.

*To whom correspondence should be addressed.
E-mail: joldak@usc.edu

R E P O R T S

4 MARCH 2005 VOL 307 SCIENCE www.sciencemag.org1450

Zinio
page=1450

mailto:joldak@usc.edu
http://www.sciencemag.org


dried. Only strong thermal treatment, such as

an electron beam, or harsh dehydration

conditions (e.g., in a desiccator in the presence

of P
2
O
5
) provoked a collapse of the ribbon

structure.

The highly birefringent microribbons had

a weak but unique XRD pattern that in-

dicates a preferential orientation of crystal-

line units along the long axis (Fig. 1F and

table S2). We speculate that the lattice

spacing along this direction (0.26, 0.34, and

0.52 nm) results from a unique conformation

and secondary structure of folded amelo-

genins. The only structure that can possibly fit

such periodicity is the b spiral (a repetitive b-
turn structure). This structure was previously

predicted by Renugopalakrishnan et al. (23)

on the basis of a molecular mechanics-

dynamics study of a bovine amelogenin. The

proposed structure contained a repetitive

sequence of (Gln-Pro-X)
9
forming repetitive

b turns. FTIR and Raman spectroscopy have

supported the presence of repetitive b-turn
structures in a bovine amelogenin, which is a

prerequisite for the stability of such b-spiral
structures (12, 13). The porcine amelogenin

rP172 contains characteristic proline-rich

sequences of (Y-Pro-X)
n
(more than 50% of

the Y_s are Gln). Computational analysis of

the rP172 sequence has predicted a high

probability for the formation of concatenated

b turns in the proline-rich regions that provide

a high probability for a b-spiral structure (fig.
S2). It is noteworthy that such a type of

sequence has been highly conserved among

amelogenins from different species (10).

Following the proposed b-spiral model with

helical parameters of translation per residue

h 0 0.251 nm and number of residues per

turn n 0 3.95 (23), and assuming a periodicity

of approximately 1 nm, we predict that the

meridional reflections at 0.52 nm (medium),

0.34 nm (weak), and 0.26 nm (strong) (Fig.

1F and table S2) correspond to the second,

third, and fourth order, respectively. The

presence of diffractions along the equatorial

axis at 0.39 and 0.53 nm suggests an ordered

lateral assembly among the crystalline units.

Overall, the diffraction pattern suggests that

the molecules, or certain domains of the mol-

ecules, can evolve into a relatively ordered

array during the formation and maturation of

the microribbons.

Amelogenin molecules can spontaneously

form nanosphere structures under a wide

variety of conditions (24, 25). To further

investigate the formation, stability, and equi-

librium states of the nanosphere structures

and their subunits, we systematically ana-

lyzed the particle size distribution of rP172 in

acetate buffer, water, and 60% aqueous

acetonitrile by dynamic light scattering anal-

ysis (DLS) (figs. S3 and S4; tables S3 and S4)

(21). Overall, typical nanospheres with hy-

drodynamic radii (R
H
) of 13.2 to 27.5 nm were

the most stable assembling form (over 75%

of the mass) in either acetate buffer (pH 4.5)

or distilled water (pH È6.5). They had a nar-

row particle size distribution over a wide

range of concentrations (figs. S3, A and B,

and S4; table S3). The smaller assemblies

(R
H

G 10 nm) detected by DLS in a short

interval suggested subunits within the nano-

sphere structures (figs. S3, D and E, and S4;

table S4). Monomers and discrete oligomers

such as dimers, trimers, and hexamers were

detected in the diluted protein solutions with

60% aqueous acetonitrile as a solvent (figs. S3, C

and F, and S4; tables S3 and S4). Larger ag-

gregates (9100 nm in size) existed in small

amounts. Direct visualization by TEM, scanning

electron microscopy (SEM), and atomic force

microscopy (AFM) revealed that these larger

aggregates were the result of further association

of nanospheres in a linear arrangement (Fig. 2

and figs. S1D and S5).

The substructures of the nanospheres were

revealed by TEM (Fig. 2A, insets). Those

subunits inside a nanosphere had a quasi-

spherical appearance, 4 to È8 nm in diame-

ter, consistent with the DLS measurement of

amelogenin oligomers. The Bbridging[ be-

tween nanospheres was observed by thin

threads (white arrow in the inset), the width

of which was in the same scale as that of the

subunits. The Bfusion[ of adjacent nano-

spheres is manifested as a sharing of subunits

(black arrow in the inset). The linear align-

ment of several subunits was evident inside

some nanospheres (upper inset). The further

association of nanospheres led to higher levels

of hierarchical structures. Nanosphere chains

were observed under TEM as an intermediate

state before the formation of microribbons

(Fig. 2A). The nanochain structures were also

observed in the microribbons by AFM (Fig. 2,

B and C). The size range of the nanospheres

(10 to 20 nm in diameter) in the microribbon

was consistent with the lower limit from DLS

measurement in solution. Those nanochains

more than 100 nm long were aligned roughly

parallel to the long axis of the ribbons (Fig.

2C and fig. S5D).

The nanospheres may either align directly

or reorganize into the nanochain structures.

A finite number of identical spheres can

achieve optimal packing that is defined by

the minimization of any physically reason-

able variable (26). Minimizing the volume of

Fig. 1. Formation and characterization of amelogenin microribbons. (A to D) Optical micrographs
of amelogenin precipitates formed under different solution conditions during hanging drop
crystallization experiments. Scale bars, 0.1 mm. The protein was dissolved in 25 mM sodium
acetate buffer (pH 4.5) at 10 mg/ml. (A) Precipitants: 30% polyethylene glycol, molecular weight
4000 (PEG 4000), and 0.2 M MgCl2. The amelogenin precipitate shows almost no structure with a
few filaments. (B) Precipitants: 30% PEG 4000 and 0.2 M Li2SO4. The precipitate forms a web
structure in which many filaments are present. (C) The same sample in (B) under cross-Polaroid
after crystallization. The starting stage of ribbon formation can be observed within the filamentous
web structure. (D) Polarized light micrograph of a mature ribbon precipitated under the condition
(B) in about 2 weeks. (E) SEM micrograph of a mature amelogenin ribbon demonstrating well-
defined edges. Microribbons measured 200 to È1200 mm in length, 29 T 4 mm (n 0 21) in width
(TSD), and 2.7 T 0.6 mm (n 0 10) in thickness. (F) Synchrotron XRD of a ribbon in its edge-on
orientation. The scheme at right shows the orientation of the ribbon toward the x-ray beam. The
x-ray spacings of the most intense reflections are indicated. The x-ray spacings of all reflections
are reported in table S2.
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the packing leads to the form of linear chains

made of 13 spheres (27). We therefore

speculate that the short linear arrangements

of the nanospheres are a favorable constraint

for a highly hydrophobic protein, such as

amelogenin, in aqueous solutions. Assuming

that the microribbons are made of nanochains,

these ribbons would have the optimal packing

of the structural units in terms of their

volume. The lateral packing of the nanochain

structures may elicit a birefringence. This

collinear organization also suggests that

amelogenin nanospheres in the chain struc-

tures are not chemically isotropic. This prop-

erty could be partly related to the hydrophobic/

hydrophilic bipolar nature of the molecules

(fig. S2) or to the presence of helical struc-

tures within the molecules (i.e., b spiral). In a

highly aggregated amorphous precipitate of

protein, the interchain repulsion resulting

from the exposed C termini of the molecules

tends to further force those molecules into an

ordered register to evenly distribute their

charges. This process can eventually lead to

the formation of a ribbon structure with

ordered domains that produce not only

birefringence but also diffraction patterns

originating from the specific molecular

conformation. The current data are insuffi-

cient to determine whether there is a specific

interaction between two molecules that

would define a specific mutual orientation.

The fact that those oligomers between trimer

and hexamer are not detected by DLS may

suggest an additional mechanism besides

symmetry for the association of molecules

and deserves further investigation. Our pro-

posed hypothetical model for the step-by-step

mechanism of this organized assembly and the

architecture of amelogenin microribbons is

schematically presented in Fig. 3.

Immersion of the microribbons into a

metastable calcium phosphate solution (21)

resulted in the formation of ordered and

oriented crystals, aligned approximately

along the long axis of the ribbons (Fig. 4).

TEM and the corresponding electron diffrac-

tion patterns of crystals obtained from the

tips of the mineralized microribbons con-

firmed the formation of oriented apatite

crystals along their c-axial direction (Fig. 4,

A and B). SEM micrographs of microribbons

that have been pretreated with phosvitin

followed by mineralization revealed the

notable orientation of the crystals grown on

the surface of these microribbons (Fig. 4, C

and D, white arrows). The average length

(TSD) of such crystals was 1.2 T 0.2 mm.

Phosvitin is a highly phosphorylated protein

that was used in our experiments as a model

for a potent nucleator. As suggested by our

proposed model, the linear alignment of

nanospheres in vitro creates an ideal frame-

work that facilitates the oriented growth of

apatite crystals regardless of the presence of

an acidic protein such as phosvitin. The

oriented nucleation of such crystals in vitro

could be promoted through the interactions

of the structured amelogenin framework with

the highly phosphorylated protein, phosvitin.

In the enamel extracellular matrix, this

control can be achieved by the interaction of

amelogenin and the nonamelogenin proteins

such as the acidic enamelin or ameloblastin

(28). Alternatively, the ordered hydrophobic/

hydrophilic partitioning of amelogenin mole-

cules could create an oriented array of acidic

peptides on a hydrophobic substrate. A recent

solid state nuclear magnetic resonance study

provided experimental evidence to support

the idea of direct amelogenin-apatite interac-

tion through the hydrophilic C terminus (29).

The control of crystallization events by

ordered arrays of acidic functional groups

has been widely implicated in the biominer-

alization world (30).

Whether similar microribbon structures

exist in the enamel extracellular matrix in

vivo is not known. Here, we demonstrate that

amelogenin molecules have a strong tendency

to assemble in vitro into organized micro-

ribbons under a wide variety of solvent con-

ditions, without the presence of cells, crystals,

or any other nonamelogenin proteins (i.e.,

enamelin or ameloblastin) (1). Some of these

conditions included pH and ionic strength

close to physiological conditions (table S1).

This intrinsic property of the molecule and

the remarkable alignment of the nanospheres

into linear arrays, even in short intervals of a

few hundred nanometers, gives us a valuable

clue to amelogenin function during enamel

biomineralization. This is particularly rele-

vant in terms of the control over crystal

orientation and growth in length at the early

stage of enamel formation and adjacent to the

dentino-enamel junction. Travis and Glimcher

(16) originally reported the appearance of

Bshort, swollen, fragmented filaments[ in

partially demineralized developing embryonic

bovine enamel. The Bintraprismatic[ organic

material or Btubular sheaths[ appeared to be

parallel to one another and to the long axes of

the inorganic crystals. It was then proposed

that the organization of the Btubular sheaths[
played a major role in the ordered arrange-

ment of the inorganic crystals within the

prisms. The notion that apatite crystallite

growth in the c axis might be directly

controlled by the manner in which the spheres

become oriented in the enamel tissue has also

been proposed by Robinson et al. (19).

Furthermore, fusion of enamel crystallites at

the early stage of mineral formation has been

proposed to explain the unusually long

crystals formed in mature enamel (16).

Careful SEM examination of our mineralized

Fig. 2. Imaging of sub-
units and linear chains
of nanospheres formed
during amelogenin su-
pramolecular assembly.
(A) TEM micrographs of
the linear arrays of ame-
logenin nanospheres
collected from a protein
crystallization solution
at intermediate states
during microribbon or-
ganization. (Insets) Sub-
units (4 to 8 nm in
diameter) inside each
nanosphere (È50 nm in
diameter). The white
and black arrows show
the ‘‘bridging’’ and ‘‘fu-
sion’’ of the adjacent
nanospheres, respec-
tively. (B) AFM phase
image of the surface of
an amelogenin ribbon
showing linear arrays of
nanospheres along the
ribbon long axis (block
arrow). (Inset) The aniso-
tropic pattern of Fourier
transform spectra. (C)
Back-transform with the
frequencies within the
box in (B) confirming
the length and thickness
of linear arrays formed.
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microribbons (Fig. 4, C to E) revealed fusion

of some crystals at their tips that might

eventually result in the formation of even

more elongated crystals. Amelogenin nano-

spheres have been detected in vivo as Bbeaded
rows[ along the c axis of developing enamel

crystallites, suggesting their close interaction

with the crystal surface (20). We suggest that

the organized assembly of amelogenin nano-

spheres into collinear arrays is critical at the

initial stage of mineral deposition and adja-

cent to the dentino-enamel junction, both

when oriented nucleation occurs (most likely

as a result of other enamel proteins interacting

with the structured amelogenin framework)

and before amelogenin processing and degra-

dation. After the orientation of the crystals is

achieved, amelogenin protein starts to be

processed at its C terminus. This results in

the formation of the most abundant amelogen-

in proteolytic product (B20 KD[ in the case

of porcine), which has the potential to affect

the morphology of calcium phosphate crys-

tals in a very specific manner. Recent in vitro

studies have demonstrated that amelogenins

lacking the hydrophilic C terminus increase

the ratios of length/width and thickness/width

of octacalcium phosphate crystals by spe-

cifically interacting with the side (010)

faces (31).

We demonstrate that amelogenin protein

has a strong tendency to assemble in linear

arrays of nanospheres, and we propose that

this property is a key to its function as a

scaffolding protein during the early stage of

enamel mineralization. Our finding pro-

vides insight into the mechanisms of bio-

mineralization, highlights the ability of an

extracellular matrix component to control

crystal orientation through supramolecular

self-assembly, and contributes to the future

fabrication of prototypes for biomimetic

material design.
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Residential Biofuels in South Asia:
Carbonaceous Aerosol Emissions

and Climate Impacts
C. Venkataraman,1* G. Habib,1 A. Eiguren-Fernandez,2

A. H. Miguel,2 S. K. Friedlander3

High concentrations of pollution particles, including ‘‘soot’’ or black carbon,
exist over the Indian Ocean, but their sources and geographical origins are not
well understood. We measured emissions from the combustion of biofuels,
used widely in south Asia for cooking, and found that large amounts of
carbonaceous aerosols are emitted per kilogram of fuel burnt. We calculate
that biofuel combustion is the largest source of black carbon emissions in
India, and we suggest that its control is central to climate change mitigation
in the south Asian region.

The effect of pollution particles measured

over the Indian Ocean (1–3) on the regional

atmospheric radiation balance is about 10

times the effect of greenhouse gases (4),

leading to a large cooling at Earth_s surface
and a strong heating of the atmosphere.

Large changes in atmospheric absorption

and the radiation balance could affect

rainfall patterns (5), which in turn could

contribute to increased intensity of droughts

and floods, for example, in China and

potentially in neighboring India. Emissions

control of light-absorbing soot, in addition to

control of greenhouse gases, has been

suggested as a measure to slow global

warming (6, 7). Soot or black carbon (BC)

emissions in the south Asian region arise

from fuel combustion for transportation,

industrial, and residential uses. Here we find,

from carbonaceous aerosol measurements

and fuel use estimates, that the combustion

of solid biofuels—such as wood, agricultural

waste, and dried animal manure in cooking

stoves—is the largest source of BC emis-

sions in India. We therefore suggest that the

control of these emissions through cleaner

cooking technologies, in addition to reducing

health risks to several hundred million users,

could be of crucial importance to climate

change mitigation in south Asia. Similar

considerations may also apply to other

regions of Asia, as well as Africa and South

America, where residential biofuel combus-

tion is prevalent.

Whereas greenhouse gases trap heat in

Earth_s atmosphere, aerosols (particles with

diameters from 0.01 to 20 mm) can cool or

heat the atmosphere, depending on their

light-scattering or light-absorbing nature.

Atmospheric aerosols contain acidic species

(including sulfates and nitrates), carbona-

ceous constituents EBC and organic carbon

(OC)^, inorganic matter (fly ash), sea salt,

and dust. Light-absorbing sp2-bonded car-

bon, measured by change in light transmit-

tance or reflection, is termed BC; refractory

graphitic carbon, measured by thermal evo-

lution under high-temperature oxidation

(sometimes with simultaneous change in

light transmittance or reflection), is termed

elemental carbon (EC) (8, 9). Most measure-

ments of EC are treated as equal to BC.

High atmospheric concentrations of BC

were recently measured in the south Asian

region (1–3). These aerosols were attributed

largely to fossil fuel emissions Eaccording to

the chemical mass balance principle (10)^,
but the particulate chemical signatures typical

of fossil fuel and biomass burning sources

(1, 2) were not specific to south Asia. At the

same time, estimates of energy use (8, 11–13)

showed a large amount of biofuel combus-

tion for cooking, not believed so far to be a

significant source of climate-forcing pollu-

tants in terms of its negligible contribution

to global CO
2
emissions (14). BC emission

factors, not yet published for biofuel cooking

stoves, are typically estimated from reported

particle emission factors in inventory and re-

view studies (8, 11–13, 15). The quantity and

composition of particulate emissions (16)

and their radiation absorption (17) depend

on fuel species, moisture content and size,

burn rate, and firing practice, making them

highly source-specific. We report measure-

ments of carbonaceous aerosol emission fac-

tors (in terms of grams of carbon per kilogram

of fuel burnt) from combustion of a variety

of biofuels widely used in the south Asian

region, estimate their contribution to regional

and global BC emissions, and discuss climate

implications.

We conducted laboratory combustion

experiments with four species of wood, six

types of crop waste, and dried cattle manure

(table S1), widely used as biofuels in India

(13), in a traditional one-pot stove estimated

to account for more than 80% of Indian

stove use (13). A dilution sampler, devel-

oped and optimized in previous work

(18, 19), was used to achieve postcombus-

tion quenching and gas/particle partitioning

that would occur in actual indoor environ-

ments (fig. S1A). Emissions were entrained

into a hood, and particles smaller than

2.5 mm aerodynamic diameter (PM-2.5),

sampled through a probe, were collected on

prebaked quartz-fiber filters by a cyclone-

inlet particle sampler during combustion

experiments (fig. S1B) and were analyzed

for BC and OC to calculate emission fac-

tors (18).
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The burn cycle, designed to simulate

local cooking practice (13, 19, 20), included

low- and high-power phases and involved

heating 0.5 kg of water from room temper-

ature to its boiling point, then simmering for

5 min. To capture variation in rural cooking

practice (13, 20), we burned wood at average

burn rates of 0.9 to 2.0 kg hour–1 (using two

fuel charges), dried cattle manure at 1.3 kg

hour–1 (using two charges), and crop waste

at 1.1 to 1.9 kg hour–1 (using three charges)

(table S1), with fuel charges suited to fit the

stove combustion chamber and deliver the

required power. We also burned two fossil

fuels—liquefied petroleum gas (LPG) and

kerosene—at 0.1 and 0.2 kg hour–1, respec-

tively, in stove burners used widely for

residential cooking. Measured combustion

temperatures, corrected for the heat lost by

radiation Efollowing (19)^, varied from 300-
to 670-C for different fuels and combustion

conditions. Ambient air diluted the combus-

tion gases at dilution mass ratios of 10 to 40

during combustion of different biofuels

(table S2). The estimated equivalence ratios

(table S1) were greater than 1, implying

highly fuel-rich flame conditions—that is,

the actual fuel-to-air ratios in the flame were

higher than the corresponding stoichiometric

ratios for complete oxidation of fuel con-

stituents (table S2).

Measured BC emission factors ranged from

0.38 to 0.62 g kg–1 from wood combustion Efor
varying burn rates (0.9 to 2.0 kg hour–1) and

corresponding combustion temperatures (396-
to 644-C)^ and from 0.12 to 0.17 g kg–1 from

straw and dried cattle manure; these values were

at the lower end of the range 0.3 to 1.4 g kg–1

estimated in recent inventories (8, 12, 13, 15).

Measured OC emission factors were 0.17 to

4.69 g kg–1, again lower than estimates of 1.7 to

7.8 g kg–1 in inventory studies (8, 12, 13, 15),

and varied with fuel type, increasing system-

atically with burn rate (table S1). On the

basis of fuel burnt, BC and OC emission fac-

tors from kerosene and LPG stoves were lower

than those from biofuel stoves by a factor

of 3 to 50 (table S1)—or, in terms of mega-

joules of heat recovery, lower by a factor of

15 to 150—because of the higher thermal ef-

ficiencies of kerosene and LPG stoves.

In thermal-optical measurement methods

(18), such as the one used in this study, the

relative amount of evolved carbon allocated

as BC and OC is sensitive to the temperature

program chosen, particularly for wood smoke

samples (9). The method adopted here uses a

maximum temperature of 870-C (fig. S2), as

opposed to 550- to 750-C, for pyrolysis under
pure helium to correct for the error in BC from

charring of OC, and results in lower BC values

than the low-temperature methods would have

yielded (9). Artifact OC enhancement was

measured through OC adsorption on a quartz-

fiber filter in a parallel stream, after particle

filtering (18), and subtracted from the sample

OC (fig. S3 and table S3). Artifact OC was

specifically high for two wood species, jamun

and neem (table S3). An uncertainty in this

measurement would not change the BC but

would increase the OC emission factors for

these species. This would reduce the spread in

the BC/OC ratio from different wood species

but would not change the mean value

significantly, nor would it alter our overall

conclusions.

BC constituted 5 to 52% of PM-2.5 mass,

consistent with the observation that large BC

fractions are possible in emissions from small

cooking fires (8). This range is also substan-

tially larger than the 3 to 6% reported from

large fires in different forest and grassland

classes (15, 21). OC fractions of 14 to 52%

from biofuel were correspondingly lower than

the 60 to 70% reported from open biomass

burning (15). We found that BC and OC

constituted 51 to 67% of biofuel PM-2.5;

together with potassium and levoglucosan,

they are reported to constitute 70 to 85% of

PM-2.5 from open burning. Our data yielded

BC/OC ratios of 0.11 to 3.53 in biofuel

aerosols; these values are significantly higher

than the ratios of 0.06 to 0.14 reported from

open burning and are indistinguishable from

the ratio of 1.0 reported from diesel transport

and household coal emissions (2).

Although the formation of BC and OC in

biomass and biofuel fires is not well under-

stood and is beyond the scope of this work, it

would depend on variables such as burn rate,

air-fuel ratio, flame turbulence, and com-

bustion temperature. We estimate biomass

burn rates in forest fires to range from 100 to

3000 kg hour–1 on the basis of reported ex-

perimental burns (22). Typical burn rates in

fireplaces and space-heating stoves (23, 24)

are 2 to 9 kg hour–1, significantly higher than

in the biofuel cooking fires studied here. The

low burn rates in biofuel cooking fires result

in very low air induction into the flame by

thermal buoyancy, as evidenced by the large

equivalence ratios (table S1) characteristic of

fuel-rich flame conditions, which can result in

high BC and low OC formation. We therefore

emphasize that small biofuel fires are distinct

in nature from large fires and that a more

complete understanding of their aerosol emis-

sions, especially chemical and optical char-

acteristics relevant to climate, remains to be

gained.

The large BC content in emissions from

biofuel combustion has the potential for

significant atmospheric impact given the ex-

tensive use of these fuels in India (13). In

Table 1, BC emissions from biofuel combus-

tion in India are estimated from the emission

factors we measured, together with fuel usage

data for India (13) and other world regions

(8, 25). Because biofuel combustion for

cooking occurs most often in indoor environ-

ments, we consider in these estimates the frac-

tion of emissions that penetrate to the ambient

air, estimated at about 80% on the basis of

typical ventilation and particle deposition rates

in rural kitchens (26). BC emissions from

biofuel combustion in India are 172 to 340 Gg

year–1, hence the relative contributions to total

BC emissions from fossil fuel, open burning,

and biofuel combustion are 25%, 33%, and

42%, respectively. The corresponding OC

emissions are 582 to 1683 Gg year–1, so that

Table 1. Black carbon (BC) emissions from biofuel combustion in India, Asia, and the world. Estimates of BC emissions from biofuel combustion made use of
emission factors (g kg–1) from table S1. In the rightmost column, the total includes BC emissions from forest, savanna, and crop waste open burning as well as
fossil fuel combustion.

Region Base year

Biofuel consumption (Tg year–1) Black carbon emissions (Gg year–1) BC source ratio
(biofuel/total)

(%)Fuelwood
Dried cattle
manure

Crop waste Fuelwood
Dried cattle
manure

Crop waste Total biofuel

India 1995 281* 62* 36* 143* 8* 21* 172* 44y
(192–409)z (13) (35–108)z (13) (20–67)z (13) (75–272)z (3–17)z (9–51)z (87–340)z

Asia 800–930` (8, 25) 130–200` (8, 25) 430–545` (8, 25) 400–470 15–25 220–280 635–775 30z
Global 1324–1615` (8, 25) 150–410` (8, 25) 442–707` (8, 25) 670–820 20–50 230–360 920–1230 15z
India 1985 220 (25) 93 (25) 86 (25) 110 10 40 160 54
Asia 753 (25) 133 (25) 545 (25) 385 15 280 680 23
Global 1324 (25) 136 (25) 597 (25) 675 15 300 990 7

*Central value of biofuel consumption for cooking and BC emissions. .Central value of percent contribution of BC from biofuel combustion. -Lower and upper bound
estimates of biofuel consumption for cooking and BC emissions at 95% confidence interval. `Asia and global numbers include biofuel consumption for cooking and space heating,
excluding the amount used in industry. The ranges are from two different studies (8, 25).
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the relative contributions to total OC emis-

sions from fossil fuel, open burning, and

biofuel combustion are 13%, 43%, and 44%,

respectively.

Between 1985 and 1995, the reduction in

the relative contribution of biofuels to Indian

BC emissions (Table 1) resulted not from a

reduction in this source, but from an increase in

BC emissions from fossil fuel combustion

during this period. Biofuel BC emissions from

India have essentially remained unchanged

during the 1985–1995 period (Table 1),

implying that cleaner cooking technologies

have been introduced very slowly. Other

estimates of 207 to 425 Gg year–1 BC and

484 to 2105 Gg year–1 OC emissions from

biofuel combustion in India (8, 11, 12) differ

from our findings in that they use calcu-

lated emission factors, highly uncertain per

capita biofuel usage in India, and an assumed

100% rural user population for all three

biofuel types, thus making direct comparisons

untenable.

High BC concentrations and atmospheric

absorption measured during the Indian Ocean

Experiment (INDOEX) have been related

through trajectory analysis to source regions

in the Indo-Gangetic plain, central/east coast,

and south India (1, 27). The potential contri-

bution of biofuel emissions was examined by

estimating spatial distributions of biofuel

combustion and related BC emissions, using

district-level biofuel user populations (28) and

the emission factors reported here. The emis-

sion rates of BC from biofuels (Fig. 1A) and

use of wood as biofuel (Fig. 1B) were both

high in regions from which highly absorbing

aerosols had originated during INDOEX. This

suggests that the combustion of biofuels,

especially wood, is a potentially significant

source of atmospheric BC and related climate

effects (5) in south Asia. The large radiation

perturbations from aerosols (4) and the

resulting potential changes in tropical rainfall

(5) would have important implications for

agricultural productivity and the economy of

the region.

An analysis of the climate response of soot

emissions from fossil fuel and biofuel combus-

tion has suggested that control of soot, in

addition to greenhouse gases, is an important

measure to slow global warming, especially on

short time scales (6, 7). Our results suggest that

biofuel combustion could significantly affect

atmospheric BC concentrations in the south

Asian region. The climate effects of biofuel

combustion aerosols have been combined with

the effects of open biomass burning in the

scientific consensus reports of the Inter-

governmental Panel on Climate Change (29).

We suggest that biofuel combustion needs to

be addressed as a distinct source, and that

cleaner cooking technologies not only could

yield significant local health and air quality

benefits but also could have an important role

in climate change mitigation in the south Asian

region.
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Fig. 1. Spatial distribution of (A) black carbon emissions (Gg year–1) from biofuel combustion and
(B) fuelwood use (Gg year–1) in India.
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Nutritional Status and Diet
Composition Affect the Value
of Diatoms as Copepod Prey

Ruth H. Jones and Kevin J. Flynn*

The role of diatoms as key food for copepods at the base of pelagic food
chains has been questioned recently on the grounds of toxicity. We show,
using unialgal versus mixed algal diets of different nutritional status (i.e.,
nitrogen:carbon ratio) fed to Acartia tonsa, that diatoms per se are not toxic
but that single-diatom diets are inadequate. Additionally, the nutritional state
of the phytoplankton has a profound effect on copepod growth and growth
efficiency. The ecological significance of laboratory demonstrations of diatom
toxicity needs to be reconsidered.

Diatoms are important primary producers tra-

ditionally seen as keystone organisms, leading

through copepods to marine fish production

(1, 2). However, the consumption of diatoms

may be deleterious for copepod egg produc-

tion (3, 4), hatching success (5, 6), and subse-

quent development (7) because of toxicity

(5, 8) or the absence of essential dietary com-

ponents (9, 10). A resolution of the debate

about the value of diatoms as food for copepods

(5, 8, 11) is important. If diatoms are toxic

under all conditions, then their consumption

will always negatively affect copepod produc-

tion. This would overturn the traditional view

of the importance of the diatom-copepod-fish

food chain. If the inadequacy of diatoms (3, 4)

results from the absence of a dietary factor

(e.g., a fatty acid), then the ecological conse-

quence would be limited. Even in the densest

monospecific diatom blooms, alternative prey

are available. Copepods are also well known

for their selective feeding behavior (12–14). If,

on the other hand, phytoplankton nutrient

status Efor instance, the nitrogen:carbon ratio

(N:C)^ substantially affected copepod pro-

duction, then—given that the entire phyto-

plankton population would likely be subjected

simultaneously to a similar nutrient stress—

there would be major consequences for the

trophic web, from nutrient regeneration to fish

production.

To investigate these alternatives, experi-

ments need to consider the consequences of

feeding copepods with different mixtures of

phytoplankton of different nutrient status (15).

We studied the effect of diatoms on copepod

production using Acartia tonsa, a copepod

representative of species common to many

temperate and subtropical coastal marine envi-

ronments (16). The experimental procedure

was similar to that of previous studies (8),

but we monitored the effect on the whole

copepod life cycle of monodiets versus mixed

diets of diatoms and dinoflagellates that had

been grown under different nutrient condi-

tions (17). We also monitored ingestion of

the different prey items throughout the 15-day

experiments, allowing us to calculate the pop-

ulation growth efficiency (PGE) (17).

In the first of two studies on the ade-

quacy of different diets, copepods were fed

the diatoms Thalassiosira pseudonana and

T. weissflogii, with a range of different per-

centages of the dinoflagellate Aureodinium

pigmentosum (Table 1). It has been suggested,

in laboratory experiments where copepods

are fed a monodiet of diatoms, that any dele-

terious effects may not appear for at least a

week (11). In our study, the effects of a

diatom monodiet were clear within 3 days;

the juvenile stages (nauplii) fed on only dia-

toms were small, pale, and lethargic, and the

adults laid fewer and smaller eggs in com-

parison with those fed a mixed algal diet or

even a monodiet of dinoflagellate (fig. S1).

By day 15, all copepods on a diatom mono-

diet had died (Fig. 1, treatments 1 and 2). A

mixed-species diatom diet was more benefi-

cial (Fig. 1, treatment 3), possibly because of

the presence of different fatty acids in indi-

vidual diatom species (18). Nevertheless, we

observed the same rapid effect on nauplii

growth that others have attributed to alde-

hyde toxins (8) when nauplii were fed a dia-

tom monodiet (fig. S1). Prey consumption did

not halt when only diatoms were consumed

(Fig. 1A, treatments 1 to 3, and fig. S1), but

copepod production was not realized (Fig. 1B),

and egg production and survival rates were

poor. Generally, egg production increases

with increasing food concentration (19, 20),

but clearly the dietary composition can over-

ride this, because we supplied saturating con-

centrations of prey.

Even a small proportion of nondiatom

(dinoflagellate) food in the suspension had a

disproportionately beneficial effect on copepod

production and growth efficiency (Fig. 1, B

and C, treatments 4 to 6), with clear in-

dications of preferential selective grazing on

the dinoflagellate. In treatment 4, only 5% of

the available diet was dinoflagellate (Table 1),

but the contribution of dinoflagellates to in-

gested biomass was 40% (Fig. 1A). However,

this treatment still failed to support copepod

growth. In treatments 5 to 7, increasing pro-

portions of dinoflagellate were available, and

a threshold consumption of dinoflagellates was

crossed, enabling net copepod growth. Treat-

ment 6 (in which dinoflagellates were 25%

of the available diet and 970% of ingested

biomass) showed the maximum growth yield

(Fig. 1B) and growth efficiency (Fig. 1C and

fig. S1). Population growth with a mixed diet

(treatment 6) was higher than that on a dino-

flagellate monodiet (treatment 8). Selection

of prey items is thus an important feature of

the predator-prey process, enabling the suc-

cess of the copepod.

Institute of Environmental Sustainability, University
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Fig. 1. Prey consumption, copepod production,
and PGEs from study 1. (A) Total cumulative car-
bon consumed per treatment for each prey.
Tw, T. weissflogii; Tp, T. pseudonana; Ap, Au.
pigmentosum. (B) Average total change in A.
tonsa. Negative results indicate copepod death.
Starting biomass was 0.03 mg of C. (C) Total PGEs
for A. tonsa (17, 25) expressed in terms of carbon
or nitrogen. Negative PGE reflects copepod death.
Treatments 1 and 2 contained 0 mg of predator
C at the end of the study, so PGE could not be
calculated. The composition of algal prey in
different treatments is given in Table 1.
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The development of the copepod Calanus

helgolandicus has been found to arrest when

the copepod feeds exclusively on the diatom

Skeletonema costatum, with low egg-hatching

success and poor development of nauplii that

do hatch (8). It was concluded that the de-

crease in recruitment was because the dia-

tom was toxic to the copepod, because of its

ability to produce aldehydes. Our results

indicate that diatoms are not toxic but are

of lower nutritional value than dinoflagel-

lates. Importantly, the presence of a non-

diatom did not adversely affect predation

on the diatom but instead resulted in an

elevation of overall efficiency in copepod

growth and development (Fig. 1, A and C,

and fig. S1); this is more in keeping with a

dietary inadequacy than a toxic event. The

PGE for nitrogen (PGE-N) was higher than

that for carbon (PGE-C) in growing popu-

lations (treatments 5 to 7) and lower than

PGE-C in dying or poorly growing popula-

tions (treatments 3 and 4) (Fig. 1C), which

is consistent with stoichiometric demands

in the former instance (prey N:C G predator

N:C) and with copepod starvation in the dying

populations.

In our second study, we considered the

effect of prey nutrient (nitrogen) status and

species supply timing on Acartia produc-

tion. The Mix treatments (controls) had a

diatom:dinoflagellate diet ratio close to that

of the optimal in treatment 6 in our first study

(Fig. 1). The Alt treatments had an alter-

nating diet of just diatoms (both diatom spe-

cies for 3 or 4 days) or just dinoflagellates

(for 1 or 2 days). Prey in the Mix-s and Alt-s

treatments were nitrogen sufficient, and those

in the Mix-d and Alt-d conditions were

nitrogen depleted (Table 1). Although

consumption of prey in these four treat-

ments was broadly similar (Fig. 2A), this

did not translate in any way to copepod

production (Fig. 2B). The value of mixed

diets has been considered before (21), but we

studied the longer term effects over the

whole life cycle. A mixed diet also becomes

all the more important when prey are

nitrogen deprived (Fig. 2, treatments Mix-s

and Mix-d). Even so, a dinoflagellate of low

N:C still supported higher copepod produc-

tion than diatoms of high N:C, possibly be-

cause of differences in essential fatty acid

or amino acid composition. Although the

stoichiometric (carbon:nitrogen:phosphorus)

composition of prey is important (22), other

stoichiometric-linked factors can have as

great or greater effect on growth efficiency

and should be considered over the whole

life cycle (as here) rather than over just one

part of the cycle (23, 24).

When copepods were fed an alternating

diet, growth efficiency was again very poor

(Fig. 2C), although the consumption of prey

was still high (Fig. 2A). Even with a repeated

cycle of alternating prey, a short period on a

monodiet of diatoms had an obvious deleteri-

ous effect on copepod growth and develop-

ment, with copepods fed the Alt regime being

smaller and slower to develop than those fed

the Mix regime (fig. S2). Copepods fed the

alternating diet did, however, fare better than

those fed a continuous monodiet of diatoms

(compare Fig. 2B, treatment Alt-s, with Fig. 1B,

treatments 1 to 3). Although copepod pro-

duction was able to recover to some extent

when they were fed dinoflagellates for 1 to

2 days, recovery was insufficient to main-

tain parity with the copepods fed a mixed

diet (Fig. 2B). These results indicate the po-

tential consequences of encountering patches

of different prey types of different nutritional

status and the importance of selective feeding

to ensure a mixed diet if copepods are to

maximize their growth.

The effect of the nutritional status of the

prey is clearly substantial, not only on pred-

ator growth but also on growth efficiency

(25). In the attempt to resolve the controversy

over the value of diatoms for copepod growth,

it is essential that the nutritional status of the

prey items be considered. Given the abilities

of copepods to select their prey (13), the pres-

ence of a near-monospecific phytoplankton

bloom need not mean that the dominant orga-

nism is the only or even the main food item.

There is also a possibility that the consump-

tion of microzooplankton, which have them-

selves fed on diatoms, will provide a route for

enhanced diatom support of copepod growth.

Protistan microzooplankton are now recog-

nized as important food for copepods (26);

their role may be all the more important if they

alter the dietary value of the original phyto-

plankton prey (27).

In our experiments, the use of monodiets

of two diatom species, T. pseudonana and

T. weissflogii, produced the same recruitment

failure reported with a monodiet of S. costatum

(8). However, mixing the diatoms with the

dinoflagellate Au. pigmentosum clearly indi-

cated that the diatoms were not toxic but

nutritionally deficient. We conclude that any

evaluation of toxicity not only requires the use

of a mixed diet, but also that an assessment

of the nutritional status (e.g., N:C) of the

prey is critically important.
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Life at Depth: Photobacterium
profundum Genome Sequence

and Expression Analysis
A. Vezzi,1 S. Campanaro,1 M. D’Angelo,1 F. Simonato,1 N. Vitulo,1

F. M. Lauro,2 A. Cestaro,1 G. Malacrida,1 B. Simionati,1

N. Cannata,1 C. Romualdi,1 D. H. Bartlett,2 G. Valle1*

Deep-sea life requires adaptation to high pressure, an extreme yet common
condition given that oceans cover 70% of Earth’s surface and have an average
depth of 3800 meters. Survival at such depths requires specific adaptation
but, compared with other extreme conditions, high pressure has received little
attention. Recently, Photobacterium profundum strain SS9 has been adopted
as a model for piezophily. Here we report its genome sequence (6.4 megabase
pairs) and transcriptome analysis. The results provide a first glimpse into the
molecular basis for life in the largest portion of the biosphere, revealing high
metabolic versatility.

Ambient pressure has influenced the evolu-

tion and distribution of species in the oceans

(1). Piezophiles have evolved in multiple line-

ages of the Bacteria and Archaea domains of

life (2), and high-pressure–adapted vertebrates

and invertebrates have also been character-

ized. To undertake a genome-wide analysis of

life at high pressure, we sequenced the ge-

nome of Photobacterium profundum strain

SS9 (hereafter called SS9), using the shotgun

approach (3). SS9 was previously isolated

at a depth of 2500 m (4). It was selected

because it grows over a broad (90 MPa) pres-

sure range, is amenable to genetic ma-

nipulation, and as a member of the family

Vibrionaceae, is related to a number of

piezosensitive microbes for which whole-

genome sequence information is available

for comparison.

The genome of SS9 shows a tripartite

structure (5): a 4.1-Mbp major circular chro-

mosome (chr. 1), a 2.2-Mbp minor circular

chromosome (chr. 2), and an 80-kbp circular

plasmid (Fig. 1 and table S1).

The presence of two circular chromo-

somes is common to other Vibrionaceae (6),

but the SS9 chromosomes are about 25%

larger than those of Vibrio parahaemolyticus

and Vibrio vulnificus YJ016, the most closely

related genomes to that of SS9 so far se-

quenced (7, 8).

SS9 has the maximal number of ribosomal

RNA (rRNA) operons so far identified in a

bacterial genome, 14 on chr. 1 and 1 on chr. 2;

this may reflect the ability to respond rapidly to

favorable changes in growth conditions (9).

The high intragenomic variation among these

operons (5.13% and 2.56%, respectively, in

16S and 23S rRNA) is also consistent with the

view that the various operons could have

evolved to operate under particular physio-

logical conditions (10).

The number of open reading frames (ORFs)

unique to SS9 is unexpectedly high despite

several Vibrionaceae genomes having been

sequenced. This is particularly true for chr. 2,

where 38.6% of the ORFs are unique, as

compared with 18.7% for chr. 1. Transposons

are also found at a higher frequency on chr. 2

(table S1), supporting the idea that whereas

chr. 1 is more stable, containing the most

Bestablished[ genes (11), chr. 2 is able to act as
a Bgenetic melting pot.[Moreover, many genes

that are located on chr. 1, mainly those near the

origin of replication, also are present on the

large chromosome in other Vibrionaceae,

although this is not true for genes on chr. 2

(fig. S1).

The SS9 genes have been functionally

classified according to COG (Clusters of

Orthologous Groups) (12) (table S2), Gene

Ontology (13), and KEGG (Kyoto Encyclope-

dia of Genes and Genomes) (14). Owing to the

high number of unknown genes on chr. 2,

most functional COG categories are better rep-

resented on chr. 1 (fig. S2); this is especially

evident for functional classes J, D, H, M, F,

and O, which are involved in essential cellular

processes. In contrast, class G (carbohydrate

transport and metabolism) appears to be

overrepresented on chr. 2, confirming that

genes implicated in adaptation to the environ-

ment and to the available carbon sources are

frequently found on chr. 2 (7, 11).

An overview of the genome reveals fea-

tures that may be related to the deep-sea en-

vironment. A notable omission from the SS9

genome are ORFs encoding light-activated

photolyase genes, which is consistent with the

absence of sunlight in the deep sea. A very

uncommon trait is the presence of two com-

plete operons for F
1
F
0
ATP synthase, one on

each chromosome (for the locus name, see

table S3). SS9 contains three complete sets

of cbb3 cytochrome oxidase genes; the one

on chr. 2 was possibly acquired from an a-
proteobacterium, along with an unusual di-

heme cytochrome c gene. These findings

support the idea that modified electron and

proton transport are necessary for metabolic

activity at high pressure (15), as further dis-

cussed below. The reductases include those

for both assimilatory and dissimilatory ni-

trate reduction, as well as those for tetrathio-

nate, dimethylsulfoxide, fumarate, sulfite, and

trimethylamine-N-oxide (TMAO).

To obtain a comprehensive picture of

high-pressure adaptation, we used microarray

technology to compare the transcriptional pro-
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file of SS9 grown at 45, 28, and 0.1 MPa. Be-

cause the results obtained at 45 and 28 MPa

are very similar, we consider only the 28- and

0.1-MPa data (5) (table S4). The microarray

experiments led to the identification of 260

differentially expressed genes that were grouped

in 14 classes according to their Gene Ontology

Biological Process (13). Comparison of the two

different pressure conditions shows that most

genes for amino acid transport, ion transport,

protein folding, and glycolysis are up-regulated

at 0.1 MPa (fig. S3).

The absolute intensity of fluorescence

from the microarray analysis indicates that

transcription is much more active on chr. 1

than on chr. 2. Almost all of the highly

expressed genes are on chr. 1 (Fig. 1), whereas

genes on chr. 2 are very poorly expressed

(Fig. 1 and fig. S4). The highest spikes of

expression level often correspond to high

values of the codon adaptation index (CAI)

(16). These results give further support to the

hypothesis of a differential role for the two

chromosomes.

Two of the highly expressed regions of

chr. 2 are up-regulated at 28 MPa: one

corresponding to a cluster of unknown genes

and the other to the genes responsible for the

Stickland reaction. So far, the complete

Stickland reaction pathway has only been

found in the Clostridiales and Spirochaetales

(17), which are anaerobic bacteria. This

pathway is responsible for amino acid fer-

mentation using an amino acid reductase

containing selenocysteine. The presence of a

selenocysteinyl-tRNA (SeC) synthase gene, a

key enzyme for the synthesis of selenopro-

teins, is further evidence that SS9 may also

possess this mode of fermentation. It is

notable that the Stickland reaction and

TMAO reductase respiratory system are both

up-regulated at high pressure, even though

SS9 was grown under anaerobic conditions

both at 0.1 and 28 MPa. A possible explana-

tion for this finding is that at high pressure,

the membrane-based cytochrome respirato-

ry system is not fully functional (2) and

thus requires a supplemental contribution

from the above respiratory and fermentation

pathways.

Complex carbohydrates are an important

carbon source in oceanic abyssal environ-

ments as polymers sink down from shallower

waters. We found that the regulation of

metabolic pathways for the degradation of

different polymers such as chitin, pullulan,

and cellulose is controlled by pressure, being

activated at 28 MPa and turned off at

0.1 MPa.

Confirmation that SS9 is a true piezophile

comes from the observation that several

stress-response genes are activated at atmo-

spheric pressure. Indeed, four genes up-

regulated at 0.1 MPa are involved in protein

folding and in response to stress conditions:

htpG, dnaK, dnaJ, and groEL. In Escherichia

coli, the abundance of the proteins encoded by

these genes increases after a high-pressure

shock (18). This indicates that the proteins of

this piezophilic bacterium are optimized for

high pressure and require the help of these

chaperones to fold correctly at 0.1 MPa.

The response of SS9 to stress at 0.1 MPa

is also marked by the overexpression of

genes involved in DNA repair. Further-

more, there is transcriptional induction of

the glycolytic pathway (fig. S5) and treha-

lose phosphotransferase system, which have

Fig. 1. Genomic organization of P. profundum strain SS9 chromosome 1
(left) and chromosome 2 (right). From the outside inward: The first and
second circles show predicted protein-coding regions on the plus and
minus strands (colors were assigned according to the color code of the
COG functional classes); the third and fourth circles show V. vulnificus
YJ016 orthologous genes in both strands; the fifth circle shows phage-

(green) and transposon- (black) related genes; the sixth circle shows rRNA
operons (green); the seventh circle shows tRNA (black); the eighth circle
shows percentage GþC in relation to the mean GþC for the chromosome;
the ninth circle shows GC skew; the 10th circle shows the mean
fluorescence value of the microarray clones at 28 MPa; and the 11th
circle shows CAI (scores above 0.5 units are shown in red).
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been shown to be up-regulated under stress

conditions (19).

The transport of amino acids such as Trp,

Lys, His, and Leu is reduced at high pressure,

owing to the volume change of activation of

the transport process (20). The finding that

SS9 overexpresses amino acid transporters at

0.1 MPa is noteworthy, because the efficiency

of these transporters should be higher at low

pressure. These transporters may have evolved

a particular protein structure to adapt to ele-

vated pressure; therefore, their up-regulation

at 0.1 MPa could compensate the reduction

of functionality.

Although the deep sea represents the most

common environment in the biosphere, adap-

tation to its prevailing conditions is still not

well understood. Here we have shown that

SS9 has specific metabolic, regulatory, and

structural adaptations to deep-sea conditions.

For example, biodegradation of relatively re-

calcitrant carbon sources is turned on at high

pressure. In addition, the sensitivity of SS9 to

low pressure is evident by the activation of

different chaperones and DNA repair proteins

at atmospheric pressure (21).
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A Functional Dosage
Compensation Complex Required
for Male Killing in Drosophila

Zoe Veneti,1 Joanna K. Bentley,1 Takao Koana,2

Henk R. Braig,3 Gregory D. D. Hurst1*

Bacteria that selectively kill males (‘‘male-killers’’) were first characterized
more than 50 years ago in Drosophila and have proved to be common in
insects. However, the mechanism by which sex specificity of virulence is
achieved has remained unknown. We tested the ability of Spiroplasma
poulsonii to kill Drosophila melanogaster males carrying mutations in genes
that encode the dosage compensation complex. The bacterium failed to kill
males lacking any of the five protein components of the complex.

Certain isofemale lines of Drosophila only

give rise to daughters following the death of

male embryos (1). Male death is due to the

presence of intracellular bacteria that pass

from a female to her progeny and that

selectively kill males during embryogenesis

(2). These male-killing bacteria are found in

a wide range of other insect species, and

many different bacteria have evolved male-

killing phenotypes (3). In some host species,

male-killers drive the host population sex

ratio to levels as high as 100 females per

male (4) and alter the pattern of mate

competition (5). However, the underlying

processes that produce male-limited mortality

are unclear (6). Here we examine the interac-

tion between the male-killing bacterium

Spiroplasma poulsonii and the sex determi-

nation pathway of D. melanogaster (7).

The primary signal of sex in Drosophila

is the X-to-autosome ratio. This signal is

permanently established in expression of

Sex-lethal (Sxl) in females and its absence

in males (8, 9). This, in turn, effects three

processes: germline sexual identity, somatic

sexual differentiation, and dosage com-

pensation, the process by which the gene

expression titer on the X chromosome is

equalized between two sexes despite their

difference in X chromosome number. Muta-

tions in the gene tra that convert XX

individuals to male somatic sex do not in-

duce female death (7). Our observations

indicate germline formation and migration

happen correctly in male embryos and that

dying male embryos do not express Sxl. We,

therefore, examined the requirement of the

Spiroplasma for genes within the system of

dosage compensation.

In Drosophila, the single X of males is

hypertranscribed. This process of hypertran-

scription requires the formation of the dosage

compensation complex (DCC) and its bind-

ing to (and modification of) the X chromo-

some (10). SXL in female Drosophila

inhibits the production of MSL-2 protein,

which is thus only present in maleDrosophila.

MSL-2 forms a complex with four other

proteins, MSL-1, MSL-3, MLE, and MOF,

which collectively form the DCC. MSL-1,

MSL-3, MLE, and MOF are constitutively

present in both males and females and are

also supplied maternally. The complete DCC

binds, with JIL-1, to the male X chromosome

at various entry points, and, with the products

of two noncoding RNAs, RoX1 and RoX2, it

affects the modification of the single X

chromosome and its hypertranscription.

We examined the effect of mutations

within the host DCC on the ability of the

male-killer to function (11). The survival

of male progeny beyond embryogenesis to

L2/L3 (and in one case adult) was scored in

the presence of different loss-of-function

mutations within the dosage compensation

system (normal male-killing occurs during

embryogenesis) (2), in the presence and

absence of infection. Because many genes

within this group additionally show strong

maternal effects (12), the effect of mutations

was in each case tested by using both

mothers that were heterozygous for the loss-
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of-function mutation and mothers homozy-

gous for it.

Uninfected males homozygous for loss-

of-function mutations within the dosage

compensation system generally survive to

the third larval instar. We tested survival to the

third larval instar for loss-of-function alleles

of msl-1 (alleles msl-11 and msl-1b), msl-2

(msl-2g227 and msl-2g134), msl-3 (msl-3132),

mle (mle9, mle1), and mof (mof1), and

survival to adult for mle1/mle6 transhetero-

zygotes. In the case of all alleles of msl-1,

msl-3, mle, and mof, a similar pattern is

observed: Males homozygous or hemizygous

for the loss-of-function mutation have ap-

preciable survival in the presence of infec-

tion when their mother is also homozygous

for the loss-of-function mutation (Figs. 1 and

2; tables S1–S4). In contrast, heterozygous

male embryos that were siblings of the above

(that will have a wild-type DCC) were

always killed, as were all male embryos in

the case where the mother was heterozygous

(where maternal supply of these proteins

enables dosage compensation to be initiated,

although not maintained) (12). In the case of

mle1/mle6 transheterozygotes, male survival

to adult was observed (table S1). For the

case of mof, male-killing was restored to full

efficiency when 18H1, a transgenic copy of

mof (13), was added to the mof1 loss-of-

function background. Within the above

crosses, three observations make us sure the

Fig. 1. Percentage survival through to day 5 of F1 males of differing
genotype with respect to loss-of-function mutations in the dosage
compensation pathway in the presence (red) and absence (blue) of
infection. Left-hand side graphs represent male survival rates in crosses
where the female parents were homozygous for the loss-of-function

mutations in question and the male parent heterozygous for it. Right-hand
side graphs represent crosses where both male and female parents were
heterozygous for the loss-of-function mutations. Percentage survival of
males is taken relative to females of the same genotype within the cross;
mean of at least eight independent crosses taken for each cross type.

0

02

04

06

08

001

0

02

04

06

08

001

0

02

04

06

08

001

0

02

04

06

08

001

0

02

04

06

08

001

msl-1/msl-1 msl-1/msl-1msl-1/+ msl-1/+

msl-2/msl-2 msl-2/msl-2msl-2/+ msl-2/+

msl-3/msl-3

mle/mle mle/+ mle/mle mle/+ mle/mle mle/+ mle/mle mle/+

msl-3/msl-3msl-3/+ msl-3/+ msl-3/msl-3 msl-3/msl-3msl-3/+ msl-3/+

msl-2/msl-2 msl-2/msl-2msl-2/+ msl-2/+

msl-1/msl-1 msl-1/msl-1msl-1/+ msl-1/+
0

02

04

06

08

001

0

02

04

06

08

001

0

02

04

06

08

001

msl/msl x msl/+ msl/+ x msl/+

%
 M

a
le

 s
u

rv
iv

a
l

msl-1b

msl-31

mle9

msl-2g134

F1 Male genotype

0

0

0

%72.0

0

0

0

0

0

0

0

Infected

Uninfected

Fig. 2. Percentage survival to day
5 of male progeny in crosses be-
tween females of different geno-
type with respect to themutation
mof1 (given above the bar) and
wild-type males. 18H1 is a trans-
genic copy of mofþ inserted on
chromosome 2.

0

02

04

06

08

001

Cross type

%
 M

al
e 

su
rv

iv
al

 

00

fom 1 fom/ 1 fom 1 fom/ 1fom 1 fom/ 1;
1H81

fom 1 1;fom/
1H81

fom 1 c7MF/fom 1 c7MF/

Infected

Uninfected

R E P O R T S

4 MARCH 2005 VOL 307 SCIENCE www.sciencemag.org1462

Zinio
page=1462

http://www.sciencemag.org


Spiroplasma was fully operational. First,

crosses involving heterozygous mothers,

where male-killing was complete, were

conducted concurrently with those using

homozygous mothers, and the females in

these crosses were siblings from the same

vials. Second, in each cross and vial where

homozygous males survived, heterozygous

males (with wild-type function) still died.

Finally, F
1

females derived from these

crosses, when mated to wild-type males,

produced a full, female-biased sex ratio.

In the case of msl-2, where there is no

maternal supply of MSL-2, survival of

homozygous sons was observed for both

homozygous and heterozygous mothers for

the case of the mutation msl-2g134 (Fig. 1).

For the case of msl-2 g227, no male progeny

were observed from infected females (table

S5). This mutation does not rescue males in

our assay, probably because the two muta-

tions have different effects on msl-2 expres-

sion. The msl-2g134 allele prevents formation

of MSL-2 protein, whereas msl-2 g227 poten-

tially encodes the RING-finger element of a

truncated MSL-2 protein (14).

Thus, absence or reduced function of any

of the proteins of the DCC can reduce the

efficiency of male killing, and a functional

DCC is required for male killing by S.

poulsonii. The fact that the genes mediating

this process in Drosophila have been well

studied can be exploited to yield further

insights into the mechanism of male killing.
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The obligately anaerobic bacterium Bacteroides fragilis, an opportunistic
pathogen and inhabitant of the normal human colonic microbiota, exhibits
considerable within-strain phase and antigenic variation of surface compo-
nents. The complete genome sequence has revealed an unusual breadth (in
number and in effect) of DNA inversion events that potentially control
expression of many different components, including surface and secreted
components, regulatory molecules, and restriction-modification proteins.
Invertible promoters of two different types (12 group 1 and 11 group 2)
were identified. One group has inversion crossover (fix) sites similar to the hix
sites of Salmonella typhimurium. There are also four independent intergenic
shufflons that potentially alter the expression and function of varied genes.
The composition of the 10 different polysaccharide biosynthesis gene clusters
identified (7 with associated invertible promoters) suggests a mechanism of
synthesis similar to the O-antigen capsules of Escherichia coli.

Bacteroides fragilis is the major obligately

anaerobic Gram negative bacterium isolated

from abscesses, soft tissue infections, and

bacteraemias that arise from contamination of

normally uncolonized body sites by bacteria

from the resident gastrointestinal (GI) micro-

biota. Putative virulence attributes of B.

fragilis include attachment mechanisms,

aerotolerance, extracellular enzyme produc-

tion, and resistance to complement-mediated

killing and phagocytosis Ereviewed in (1)^.
The lipopolysaccharide of B. fragilis triggers

inflammatory events via the Toll-like receptor

2 (TLR2) and is likely to be involved in

systemic inflammatory response syndrome

caused by GI tract bacteria (2). B. fragilis

itself only accounts for between 4 and 13% of

the normal human fecal microbiota but is pre-

sent in 63 to 80% of Bacteroides infections. In

contrast, the related B. thetaiotaomicron

accounts for between 15 and 29% of the

fecal microbiota but is associated with only

13 to 17% of infection cases. B. fragilis is

capable of a high amount of within-strain

phase and antigenic variation of surface com-

ponents. A single strain of B. fragilis may

reversibly produce three different encapsulat-

ing surface structures: the large capsule and

the small capsule, both visible by light micros-

copy, and an electron-dense layer (EDL)

visible by electron microscopy (3). In addi-

tion, reversible within-strain antigenic varia-

tion of multiple antigenically distinct high

molecular mass polysaccharides and other

components is evident (4). Before the advent

of the genome sequencing program, the po-

tential mechanisms generating this variation

were unknown. We determined the complete

genome sequence of the nonenterotoxin-

producing DNA homology group I B. fragilis,

strain NCTC 9343.

The genome of B. fragilis NCTC 9343

contains a single circular chromosome of

5,205,140 base pairs (bp) predicted to encode
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4274 genes and a plasmid, pBF9343 (fig. S1

and table S1). During the assembly of

shotgun data, particular regions could not be

resolved because certain segments of the

sequence were present in two alternative

orientations. This indicated that specific

inversions of these sequences occurred at a

high frequency within the clonal growth of

bacteria used for DNA isolation. These

fragilis invertible ( fin) regions can be grouped

on the basis of the inverted repeat sequences

that flank them. Twelve regions (table S2A,

group 1) shown to be invertible or with

sequence similarity are flanked by inverted

repeats, designated fragilis inversion cross-

over ( fix) sites, similar to those acted on by

the Salmonella Hin DNA invertase (5). All of

these invertible regions contain a consensus

promoter, suggesting that they control the

expression of downstream genes. Seven fin

regions (average length of 226 bp) were

found upstream of 7 of the 10 polysaccharide

biosynthesis gene clusters (table S3), imme-

diately suggesting a mechanism for the ob-

served antigenic variation. The orientation of

specific promoters can be correlated experi-

mentally with expression of specific poly-

saccharides (6), an observation confirmed in

independent experiments (5). The remaining

five related fin regions in group 1 are 161 bp

in length and are associated with a variety

of other putative proteins (table S2A). We

identified two serine site-specific DNA

invertases similar to Hin in the genome, FinA

(BF2779), chromosomally located but not near

an invertible region, and FinB (pBF9343.01),

on the plasmid. The role of FinA (Mpi) in the

inversion of these segments has been demon-

strated (7), and the plasmid-encoded FinB

binds to fix sites (5). In total, the genome

encodes 30 enzymes potentially capable of

site-specific DNA inversion: 26 tyrosine

recombinases (integrase family), 3 serine

recombinases (resolvase-invertase family),

and 1 Piv-like transposase-invertase (IS110

family).

A further 11 fin promoter regions (average

length of 370 bp) are different from the hin-

like group 1 regions and more heterogeneous

in nature (table S2A, group 2). The inverted

repeats that flank these regions and contain

the sites of strand exchange (group 2 fix sites)

are different from the hix-like regions, in-

dicating that they are acted on by a different

recombinase. These predominantly control

the expression of a family of outer membrane

proteins, and some might also drive the

expression of divergent genes with diverse

functions ESupporting Online Material (SOM)

Text^. The use of DNA inversion by B.

fragilis goes beyond the control of promoter

sequences. Several more complex inversion

events, or intergenic shufflons, that involve

the inversion of complete and partial coding

sequences were observed in the shotgun

sequence. One example, whereby DNA in-

version brings silent gene segments into an

expression site, is the two-domain specificity

protein of a type-I restriction-modification

system (BF1839) (table S2B, IR-BB). Each

domain in such proteins is responsible for

recognizing half of the two-part DNA bind-

ing site. Just after the start codon and

between the two domains of BF1839 are

independent inverted repeats that are un-

related to group 1 or 2 fix sites, both of

which are present in similar positions in the

downstream convergent gene BF1842, which

does not have an appropriate start codon (Fig.

1A). Independent recombination events be-

tween these inverted repeats would produce

four different specificity proteins recognizing

four different DNA sequences. Between these

genes are two further gene cassettes, each of

which encodes one C-terminal recognition

domain. At the 5¶ end of these cassettes are

two further, different inverted repeats that

allow either of the cassettes to be exchanged

with the C-terminal domain of the adjacent

gene (BF1838 or BF1842), increasing the

number of potential recognition specificities

to eight. Three potential recombinases en-

coded nearby (BF1833, 1843, and 1845)

may be involved in this system. A similar,

although less complex, variable restriction-

modification system has been described in

Mycoplasma pulmonis (8). Three further

independent intergenic shufflons, acting on

outer membrane proteins and a signal trans-

duction system, were observed in the shotgun

sequence (Fig. 1, table S2B, and SOM Text).

Other intergenomic inversions (IR-Q, IR-R,

and IR-S) (table S3) involve the inversion of

complete coding sequences, often reorientat-

ing them with or against the apparent

direction of transcription of surrounding

genes. These may also affect the transcription

levels of the genes within these regions.

Comparison of the B. fragilis genome with

the recently sequenced B. thetaiotaomicron

strain VPI 5482 (ATCC 29148) (9) reveals

that there are no orthologous variable pro-

moters or indeed operons driven by them. B.

thetaiotaomicron does encode some variable

systems (9), but they are unique to that

Fig. 1. Examples of invertible regions in the B. fragilis genome (18). (A) Restriction modification
intergenic shufflon: restriction-modification (R/M) complex genes, gray boxes; other genes, open
boxes; potential hsdS DNA binding modules, hatched boxes; different inverted repeats at the
inversion ends, light gray triangles. (B) Inversion of large segments of DNA through large inverted
repeats (black triangles) brings alternative outer membrane protein genes (gray boxes)
downstream of an invertible promoter (gray diamond). (C) Local inversion through inverted
repeats (black triangles) fuses silent alternative outer membrane protein gene cassettes (hatched
boxes) to a fixed promoter and translation start.
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organism and considerably less numerous

than those in B. fragilis. This enhanced

potential for variation and other genomic

differences (SOM Text) may explain in part

why B. fragilis is isolated more frequently

from infection than B. thetaiotaomicron.

Surface polysaccharides are involved in

establishing abscess formation (10). Ten

separate gene clusters potentially involved in

polysaccharide synthesis are evident in the

genome sequence (table S3). The poly-

saccharide gene clusters A to H have genes

similar to wzx and wzy that are involved in

transfer of linked sugar repeats across the

cytoplasmic membrane and repeat unit po-

lymerization, respectively, but are lacking in

genes associated with the export of polymer

across the outer membrane. This suggests that

these gene clusters are similar to the Esche-

richia coli group 4 O-antigen capsules (11)

and is in keeping with the characteristic

heterogeneity of the polysaccharide chain

length after SDS–polyacrylamide gel electro-

phoresis (PAGE) and the EDL phenotype

(12). A gene with some similarity to E. coli

wzz (BF1708) that determines chain length is

located within polysaccharide gene cluster J.

Variation in the expression of BF1708 may

explain the varying reports of presence (13)

or absence (14) of repeating O-antigen units

after PAGE.

Phase variation controlled by DNA in-

version events has been reported in several

other bacteria. For example, Salmonella

typhimurium regulates the expression of a

flagellar protein by using a single invertible

promoter (15), and E. coli plasmids use

shufflons to express one of several variant

pilus proteins (16). Different species of

Mycoplasma have been shown to regulate

the expression of a number of surface proteins

by using invertible promoters (17) or to use a

shufflon system to express variable surface

proteins (8). However, in each of these cases,

the use of these mechanisms is restricted to a

single system or class of surface molecules.

As described here, B. fragilis uses DNA

inversion to control a larger number or greater

breadth of systems than in any other organism

described to date, including surface proteins,

polysaccharides, and regulatory systems. This

may be related to its niche as a commensal

and opportunistic pathogen, because the

resulting diversity in surface structures could

increase both immune invasion and the ability

to colonize novel sites.

Note added in proof : The genome se-

quence of another strain of B. fragilis has

recently been published (19), and the analy-

sis is in general agreement with that present-

ed here.
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Requirement for Caspase-8 in
NF-kB Activation by
Antigen Receptor

Helen Su,1* Nicolas Bidère,1* Lixin Zheng,1 Alan Cubre,1

Keiko Sakai,1 Janet Dale,2 Leonardo Salmena,3 Razqallah Hakem,3

Stephen Straus,2 Michael Lenardo1.

Caspase-8, a proapoptotic protease, has an essential role in lymphocyte
activation and protective immunity. We show that caspase-8 deficiency (CED)
in humans and mice specifically abolishes activation of the transcription factor
nuclear factor kB (NF-kB) after stimulation through antigen receptors, Fc
receptors, or Toll-like receptor 4 in T, B, and natural killer cells. Caspase-8 also
causes the ab complex of the inhibitor of NF-kB kinase (IKK) to associate with
the upstream Bcl10-MALT1 (mucosa-associated lymphatic tissue) adapter
complex. Recruitment of the IKKa,b complex, its activation, and the nuclear
translocation of NF-kB require enzyme activity of full-length caspase-8. These
findings thus explain the paradoxical association of defective apoptosis and
combined immunodeficiency in human CED.

The intracellular aspartate-specific cysteine pro-

tease caspase-8 initiates death receptor signaling

for apoptosis (1). Recruitment into the death-

signaling complex induces procaspase-8 oligo-

merization, followed by full processing into a

highly active soluble tetramer (2, 3). However,

caspase-8 is also essential for lymphocyte

activation and protective immunity in mice

and humans (4, 5). Patients with caspase-8

deficiency (CED) have defective apoptosis and

immunodeficiency due to impaired activation of

T, B, and natural killer (NK) lymphocytes (4).

Human peripheral blood leukocytes (PBLs)

or mouse T cells treated with the pan-caspase

inhibitor benzyloxycarbonylvalyl-alanyl–

aspartic acid (O-methyl)–fluoro-methylketone

(zVAD) have reduced antigen receptor–

induced expression of interleukin-2 (IL-2)

and its receptor subunit CD25 (4, 6, 7). Be-

cause nuclear factor kB (NF-kB) is re-

quired for IL-2 and CD25 gene transcription

as well as lymphocyte activation (8, 9), we

examined this transcription factor in cells

exposed to caspase inhibitor. NF-kB family

members—Rel (c-rel), RelA (p65), RelB,

NF-kB1 (p105/50), and NF-kB2 (p100/52)—

regulate gene transcription as dimers (8, 9).
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Lymphocyte stimulation causes phosphoryl-

ation and degradation of inhibitor of kB
(IkB) proteins, leading to NF-kB nuclear

translocation and transcriptional activation.

Nuclear translocation of p65 or p50, which

constitute the NF-kB heterodimer, was

detected 5 min after T cell receptor (TCR)

stimulation in control PBLs but not in cells

treated with zVAD (Fig. 1A and fig. S1, A to

C) (10). The difference occurred despite

CD28 costimulation, indicating a defect in

TCR signaling (Fig. 1A). Consistent with the

zVAD effect, the caspase-8-deficient Jurkat T

cell line I9.2 exhibited almost no NF-kB
nuclear translocation after TCR stimulation

compared to that in parental A3 cells (fig. S1,

D to G, and fig. S2A), with a corresponding

decrease in NF-kB nuclear binding activity

but no effect on the binding activity of the

transcription factors OCT1 or TFIID (Fig.

1B). TCR stimulation of I9.2 cells failed to in-

duce transcription from an NF-kB promoter–

driven luciferase reporter construct (Fig. 1C).

NF-kB was also defective in A3 or primary

human CD4þ cells in which caspase-8 was

specifically knocked down using short hairpin

RNAs (shRNAs) (fig. S3, A to C), A3 or

mouse EL-4 T cells pretreated with zVAD

(fig. S3, D to F, and fig. S4, A to D), and in

caspase-8-deficient T cells from conditional

knockout mice (fig. S4, E and F). These

effects appeared to be selective for the TCR

signaling pathway, because tumor necrosis

factor–a (TNF-a)–induced NF-kB activation

was not affected by zVAD or caspase-8

deficiency (Fig. 1 and figs. S1 to S4).

Moreover, all other early activation events

examined were essentially unaffected (fig. S5)

(10). Together, these results suggest a selec-

tive role for caspase-8 in NF-kB activation.

We next examined NF-kB activation in

PBLs from NIH CED family 66 (4). Early

activation events in T cells were essentially

normal, but NF-kB did not translocate to the

nucleus after TCR stimulation in PBLs that

were homozygous for CED (fig. S6, Fig. 2A,

and fig. S7A). Notably, the heterozygous

mother showed no such impairment, indicat-

ing that a single functional copy of the gene

sufficed for NF-kB signaling.

Phosphorylation activates the IkB kinase

(IKK) complex, composed of the two catalytic

subunits IKKa and IKKb and a regulatory

subunit IKKg (NEMO) (8, 9). Active IKK

phosphorylates IkBa, which marks IkBa for

degradation, thereby liberating NF-kB for

nuclear translocation and transcriptional activ-

ity. However, we saw no IkBa phosphoryl-

ation or degradation in TCR-stimulated PBLs

from a CED patient (Fig. 2B and fig. S7I).

Hence, caspase-8 was necessary for NF-kB
activation after TCR stimulation.

We next evaluated NF-kB activation in B

cells and NK cells. B cells from a CED

patient failed to translocate NF-kB into the

nucleus after B cell receptor (BCR) stimula-

tion (Fig. 2C and fig. S7C). Ramos B cells,

in which caspase-8 was knocked down using

specific shRNAs, displayed a similar defect

(fig. S7, F and G). NF-kB activation induced

by lipopolysaccharide (LPS) requires signal-

ing through Toll-like receptor 4 (TLR4). In B

cells from a CED patient, but not an auto-

immune lymphoproliferative syndrome patient

bearing a Fas mutation (ALPS, Type Ia), NF-

kB nuclear translocation was abrogated after

LPS stimulation (Fig. 2C and fig. S7, C to E).

Fig. 1. Defective NF-kB trans-
location and transcriptional activa-
tion in CED T cells. (A) Quantitation
of the fraction of cells by immu-
nofluorescence confocal micros-
copy showing NF-kB p65 nuclear
translocation. Results are shown
as the mean T SD for PBLs from
three normal donors, with or with-
out zVAD, and then stimulated
with antibodies to CD3e (anti-
CD3e) and anti-CD28 (1 mg/ml
each), anti-CD3e (1 mg/ml) alone,
or TNF-a (10 ng/ml) as indicated.
(Inset) Representative merged
views of p65 (green), Hoechst
(red), overlay (yellow) from un-
stimulated (a and b), or cells
stimulated with anti-CD3e and
anti-CD28 (c and d), pretreated
with dimethyl sulfoxide (DMSO)
(a and c), or zVAD (b and d). (B)
NF-kB gel shift of nuclear ex-
tracts prepared from A3 and I9.2
cells after 20 min of stimulation
with anti-CD3e and anti-CD28 (1 mg/ml each) (þ), control (j), or TNF-a (10 ng/ml). OCT1 or TFIID gel
shifts of the same nuclear extracts are shown. (C) Relative light units (RLU) of luciferase activity for an
NF-kB luciferase reporter construct transfected into A3 or I9.2 cells and stimulated for 16 hours with
anti-CD3e, anti-CD28 (2 mg/ml each), and goat antibody to mouse immunoglobulin G (IgG) (5 mg per
ml) or TNF-a (30 ng per ml) one day after transfection. Asterisk indicates P G 0.05 by the unpaired
Student’s t test for experimental compared to corresponding control.

Fig. 2. Impaired NF-kB in lymphocytes from caspase-8-deficient humans. N, normal donor; M,
healthy mother (þ/m); P1, proband (m/m); P2, affected sibling (m/m). Genotype: þ, normal; m,
mutant. (A) Quantitation of the fraction of cells by immunofluorescence confocal microscopy
showing NF-kB p65 nuclear translocation. T lymphocytes were stimulated with anti-CD3e and
anti-CD28 (1 mg/ml each) or anti-CD3e (1 mg/ml) alone. (B) Lysates from stimulated T cells,
immunoblotted for phosphorylated-IkBa (P-IkBa) and IkBa. (C) NF-kB p65 nuclear translocation
in B cells stimulated with biotinylated anti-IgG (20 mg/ml) and streptavidin (20 mg/ml),
lipopolysaccharide (LPS, 50 mg/ml), or CD40 ligand (CD40L, 2.5 mg/ml). (D) NF-kB p65 nuclear
translocation in NK cells stimulated with anti-CD16 (20 mg/ml) or 2B4 (10 mg/ml) and goat
antibody to mouse IgG (20 mg/ml).

R E P O R T S

4 MARCH 2005 VOL 307 SCIENCE www.sciencemag.org1466

Zinio
page=1466

http://www.sciencemag.org


By contrast, NF-kB could be normally

activated in CED B cells through CD40 (Fig.

2C and fig. S7C) (11). NK cells from CED

patients failed to translocate NF-kB into the

nucleus after FcgRIII or 2B4 (NK cell–

activating receptor) stimulation (Fig. 2D and

fig. S7H). NF-kB activation proceeds normal-

ly in caspase-8-deficient mouse embryo fibro-

blasts after TNF-a or Fas stimulation (12).

Thus, CED impairs both adaptive immuno-

receptor signaling and certain pathways of

innate immunity that activate NF-kB.
Early TCR activation events link to NF-kB

activation through protein kinase Cq (PKCq)
activation (13, 14). PKCq phosphorylation

recruits the CARMA1-Bcl10-MALT1 (CBM)

complex to the immunological synapse

(15, 16). This complex of adapter molecules

causes activation of the IKK complex. How-

ever, the CBM and IKK complexes do not ap-

pear to interact directly (17), and how the signal

for NF-kB activation is conveyed between

the two is not well understood (15, 16, 18).

The amounts of active phosphorylated PKCq
were not altered by caspase-8 deficiency (fig.

S5C). In normal Jurkat cells, IKKa phospho-

rylation occurred at 5 min after TCR stimula-

tion, and IKKa,b and IkBa phosphorylation

occurred maximally after 10 min, followed by

IkBa degradation (Fig. 3A and fig. S8A). IKK

phosphorylation coincided with the appear-

ance of in vitro kinase activity using glutathi-

one S-transferase (GST)–IkBa as a substrate

(Fig. 3B). IKK phosphorylation, IkBa phospho-

rylation and degradation, and in vitro kinase

activity were reduced in I9.2 cells (Fig. 3, A

and B). Thus, caspase-8 acts between PKCq
and IKK in the NF-kB pathway.

We used coimmunoprecipitation and im-

munoblotting to show that TCR stimulation

induced caspase-8 to associate with the

Bcl10-MALT1 complex followed by recruit-

ment of IKK (Fig. 3C). Formation of this

complex coincided with IKK phosphorylation

and activation at 10 min after stimulation.

Absence of caspase-8 abrogated IKKa,b
recruitment and activation by the CBM com-

plex (Fig. 3, A and D). The adapter protein

FADD associated with caspase-8 and Bcl10-

MALT1 at an earlier time (5 min) but dis-

appeared before the recruitment of IKK to

form the holocomplex (Fig. 3E). Caspase-8

appears to act before IKK, because reconsti-

tuting I9.2 cells with constitutively active IKK

restored NF-kB activation (fig. S8, B and C).

Thus, caspase-8 is integral to the assembly

and activation of the CBM-IKK complex in

response to antigen receptors.

Our observation that zVAD blocks NF-kB
activation after TCR stimulation suggests that

caspase-8 enzymatic activity may be essential.

Indeed, we found that wild-type caspase-8, but

not the catalytically inactive C360S mutant

(where Cys360 is replaced by Ser), enhanced

NF-kB responses to TCR stimulation in

transfected I9.2 cells (Fig. 3F). We next tested

caspase-8 autoprocessing mutants (D210A,

D374A, and D384A) by substituting alanines

for aspartic acid residues (10). These mutants

increased NF-kB activity in I9.2 cells after

TCR stimulation, indicating that enzymatic

activity, but not autoprocessing, was required

(Fig. 3F and fig. S8F). Consistent with this con-

clusion, only full-length forms of caspase-8,

which are known to be enzymatically active

(2, 3), were detected in the CBM complex

(Fig. 3E). We therefore used a more sensitive

probe, biotinylated-VAD (b-VAD), which

bonds covalently to the catalytic cysteine of

active caspases. Precipitation of b-VAD

detected a small amount of enzymatically

active full-length caspase-8 in lysates from

unstimulated T cells (Fig. 3G). TCR stimula-

tion caused activation of full-length caspase-8

and induced physical interaction with Bcl10

at times when IKK was recruited, phos-

phorylated, and active (Fig. 3G). Depletion

of the b-VAD–bound species revealed that

only a minor fraction (10 to 15%) of the total

Fig. 3. Requirement for active caspase-
8 in linking the CARMA1-Bcl10-MALT1
(CBM) complex with the IkB kinase
(IKK) complex for TCR-induced NF-kB
activation. (A to E) Lysates (WCL)
from Jurkat A3 or I9.2 cells at various
times after stimulation with anti-
CD3e and anti-CD28 (1 to 2 mg/ml
each) or TNF-a (30 ng/ml for 5 min).
Immunoblotting (A), or immunopreci-
pitations (IP) of caspase-8 (C), Bcl10
(D), or FADD (E) followed by immuno-
blotting are shown using indicated
antibodies against phosphorylated

IkBa (P-IkBa), IkBa, the a and/or b subunits of phosphorylated IKK (P-IKK), Bcl10, MALT1, caspase-8,
or FADD. Solid arrowhead indicates full length (p54 and 52). Open arrowhead indicates partly processed
(p43 and 41) forms of caspase-8. Asterisks indicate Ig heavy chain in immunoprecipitates. For (B), IKK
in vitro kinase activity was assessed in coimmunoprecipitates of IKKg by the ability to phosphorylate
GST-IkBa. (F) Activity of an NF-kB luciferase reporter in I9.2 cells transfected with the indicated
caspase-8 expression constructs. GFP, green fluorescence protein–expressing vector; FL, full-length
wild-type caspase-8. Cells were stimulated for 24 hours with anti-CD3e and anti-CD28 (2 mg/ml
each) and goat antibody to mouse IgG (5 mg/ml) 2 days after transfection. Asterisks indicate P G
0.001 by the Student’s t test compared to the GFP control. (G) Biotinylated-VAD (b-VAD) was
incubated with protein lysates after TCR stimulation as in (F), then precipitated with streptavidin,
and IKK, caspase-8, and Bcl10 proteins were detected by immunoblotting. (H) Lysates before
(input) and after (output) precipitation of b-VAD–bound proteins, shown immunoblotted for full-
length caspase-8 and b-actin. (I and J) Lysates from human PBLs were prepared at various times
after stimulation with anti-CD3e and anti-CD28 (1 mg/ml each). IP of caspase-8 (I) or using b-VAD
(J) were followed by immunoblotting to detect IKKa,b, Bcl10, and caspase-8 proteins.

R E P O R T S

www.sciencemag.org SCIENCE VOL 307 4 MARCH 2005 1467

Zinio
page=1467

http://www.sciencemag.org


caspase-8 became enzymatically active after

TCR stimulation (Fig. 3H and fig. S8G).

Hence, NF-kB activation by antigen receptors

requires enzyme activity of full-length caspase-

8. In the NF-kB–activating holocomplex,

caspase-8 appears to be bound, unprocessed,

and only weakly activated, by contrast to

caspase-8 in a death-inducing complex (2, 3).

Caspase-8 now emerges both as a pivotal

molecule for death-receptor signaling and as

a selective signal transducer for NF-kB
during the early genetic response to an

antigen. This explains the requirement for

caspase activity and caspase-8 for lympho-

cyte activation and c-rel responses after an-

tigen receptor stimuli (4–7, 19). Full-length,

unprocessed, but active caspase-8 serves

as a crucial link for the CBM and IKK

complexes leading to NF-kB activation not

only in lymphoid cell lines, but also in

freshly isolated human lymphocytes (Fig. 3,

I and J). After antigen receptor stimulation,

MALT1-dependent recruitment of the ubiq-

uitin ligase TRAF6 to the CBM complex

may enhance regulatory polyubiquitination

of IKKg (20, 21). IKKg ubiquitination, but

not phosphorylation of IKKa,b, occurred in

the absence of caspase-8, indicating that

ubiquitination may be necessary but not

sufficient for IKK activation (fig. S8H).

CED patients manifest certain diagnostic

criteria for ALPS, most notably impaired

lymphocyte apoptosis (22). However, the com-

bined T, B, and NK cell immunodeficiency is

not seen in ALPS patients with Fas, Fas ligand,

or caspase-10 mutations. Our findings reveal

how a single protease regulates both lympho-

cyte proliferation and programmed death

through different molecular forms. The molec-

ular mechanism we have unveiled may be

useful in understanding and treating other

varieties of immunodeficiency and disordered

lymphocyte homeostasis.
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Impaired Thermosensation in Mice
Lacking TRPV3, a Heat and
Camphor Sensor in the Skin
Aziz Moqrich,1,2* Sun Wook Hwang,1* Taryn J. Earley,1

Matt J. Petrus,2 Amber N. Murray,1 Kathryn S. R. Spencer,1

Mary Andahazy,2 Gina M. Story,1 Ardem Patapoutian1,2.

Environmental temperature is thought to be directly sensed by neurons through
their projections in the skin. A subset of the mammalian transient receptor
potential (TRP) family of ion channels has been implicated in this process. These
‘‘thermoTRPs’’ are activated at distinct temperature thresholds and are typically
expressed in sensory neurons. TRPV3 is activated by heat (933-C) and, unlike
most thermoTRPs, is expressed in mouse keratinocytes. We found that TRPV3
null mice have strong deficits in responses to innocuous and noxious heat but
not in other sensory modalities; hence, TRPV3 has a specific role in
thermosensation. The natural compound camphor, which modulates sensations
of warmth in humans, proved to be a specific activator of TRPV3. Camphor
activated cultured primary keratinocytes but not sensory neurons, and this
activity was abolished in TRPV3 null mice. Therefore, heat-activated receptors
in keratinocytes are important for mammalian thermosensation.

Thermosensation is thought to be directly

mediated by sensory neurons of the dorsal

root ganglia (DRGs) that terminate as free

nerve endings within the dermal and epider-

mal layers of the skin (1). Six members of the

TRP family of ion channels are activated by

distinct thresholds of temperature (2). The

expression of most of these thermoTRPs in

DRG neurons is consistent with a role in

thermosensation. TRPV3 is activated by

warm temperatures above 33-C and exhibits

increased response at noxious higher temper-

atures (3–5). Mouse TRPV3 is distinct among

thermoTRPs because it is expressed in

keratinocytes but not in DRGs (3). TRPV4, a

related innocuous heat-activated ion channel,

is expressed in both DRGs and skin (6–8).

The prevailing model that temperature is sensed

directly by DRG neurons calls into question

whether keratinocyte-derived TRPV3 is in-

volved in thermosensation.

To specifically determine the in vivo

function of TRPV3, we used a knockout

construct to target the mouse gene encoding

TRPV3 by deleting exons encoding the pu-

tative pore region and adjacent transmem-

brane segments five and six, essential domains

of the ion channel (fig. S1A). Mice carrying

two alleles of the TRPV3 mutation survived

through adulthood at the expected Mendelian

ratio (fig. S1B). The reverse transcription

polymerase chain reaction (RT-PCR) was

used to evaluate the expression of TRPV3 in

the mutant mice. We used two sets of primers

to evaluate TRPV3 transcripts, one pair

spanning the deleted region and another

preceding it (fig. S1, A and C) (9). TRPV3

transcript from the skin of homozygous

knockout mice was not detected with the first

pair of primers and was detected at low levels

with the second pair (fig. S1C). In contrast,
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transcripts of F-actin and TRPV4 were present

at normal levels in the knockout mice.

Therefore, the deletion resulted in low levels

of truncated TRPV3 transcript that does not

encode critical pore and transmembrane

domains, and there was no detectable com-

pensatory up-regulation of TRPV4 expression

in the presence of this mutation.

The mouse gene encoding TRPV3 is 9 kb

away from the gene encoding TRPV1, the

noxious heat and capsaicin–activated ion

channel (3). However, the expression of

TRPV1 in DRGs of wild-type andmutant mice

appeared indistinguishable, which suggests

that TRPV3 deletion results in no major effect

on TRPV1 (fig. S1D). Indeed, 25% of neurons

were positive for TRPV1 in both wild-type

mice (550 of 2226) and TRPV3
j/j

mice (588

of 2342). We also tested TRPV3
j/j

mice for

their behavioral response to capsaicin and

found normal paw licking and/or shaking

responses relative to wild-type littermates

(fig. S1E). These results show that TRPV1 is

expressed normally in TRPV3
j/j

mice.

We also determined whether the TRPV3

mutation caused anatomical aberrations in

DRG projections. Calcitonin gene-related pep-

tide (CGRP) marks DRG neurons that project

to the skin. An antibody to CGRP applied to

skin sections revealed that this subset of DRG

neurons correctly projects to the epidermal-

dermal layer in TRPV3
j/j

mice, corroborat-

ing results obtained with capsaicin injections

(fig. S1, D and E). Collectively, the results

show that TRPV3
j/j

mice lack functional

TRPV3 without affecting TRPV1 and TRPV4

expression or overall DRG anatomy.

Mice carrying two alleles of the TRPV3

mutation appeared morphologically normal,

with normal body weight, internal tempera-

ture, and open-field response profiles (fig. S2,

A to C). The open-field assay demonstrates

that TRPV3
j/j

mice do not have abnormal-

ities in motor activity or anxiety (10). In some

TRPV3
j/j

mice, a subtle and temporary hair

irregularity in the abdominal area occurred

around the third postnatal week. Because

TRPV3 is expressed in keratinocytes, we

investigated whether loss of TRPV3 caused

anatomical skin defects. Newborn wild-type

mice and their TRPV3
j/j

littermates ex-

cluded toluidine blue dye, which indicated

that the epidermal barrier was intact (9, 11).

Light and electron microscopic examinations

of the epidermis and dermis of TRPV3
j/j

mice showed no aberrations throughout de-

velopment and adulthood (fig. S3, A to H) (9).

The staining pattern obtained with a panel of

keratinocyte markers also appeared normal in

TRPV3j/j mice (fig. S3, G and H) (9). We

also measured the thickness of the skin and

found both the epithelial and dermal layers of

TRPV3
j/j

mice to be similar to their wild-

type littermates (fig. S3I). Together these

results show that the anatomy of the skin is

normal in TRPV3
–/–

mice.

Although behavioral tests in rodents for

noxious heat are well described, there are few

assays for responses to innocuous heat (30- to
42-C). Because TRPV3 is activated by warm

temperatures, we established thermotaxis

assays to analyze TRPV3
j/j

mice. In the

first test, mice were presented with a choice of

occupying a warm surface versus a room-

temperature (RT) surface. When both plates

were set to RT, wild-type and TRPV3
j/j

mice spent about 50% of the time on each

side (Fig. 1A), a response profile not statisti-

cally different from a hypothetical mean of

300 s, or 50%, on side I (one-sample two-

tailed t test, P 0 0.35 for wild type, P 0 0.76

for TRPV3
j/j

, n 0 15). We then tested 25

wild-type mice and 29 TRPV3
j/j

littermates

in the 35-C (warm) versus RT preference test

(Fig. 1A). Wild-type mice spent on average

92% of the time (554/600 s) on side I,

demonstrating a strong behavioral bias toward

innocuous warmth. TRPV3
j/j

littermates

spent only 64% of the time (386/600 s) on

side I. The difference in response times be-

tween wild-type and mutant mice was highly

significant (two-sample two-tailed t test, P 0
7.3 � 10–5). Nonetheless, TRPV3

j/j
mice

still showed a slight bias toward the 35-C side

as their response profile statistically deviated

from a 300 s (50% on side I) hypothetical mean

Fig. 1. Mice lacking
TRPV3 have a profound
deficit in sensing warm
temperature in two
novel thermotaxis as-
says. (A) Behavior of
wild-type mice and
TRPV3j/j littermates
on the two-temperature
choice test. (B) Behavior
of wild-type mice on
the gradient assay over
a 2-hour trial, shown in
30-min intervals. (C)
Behavior of wild-type
and TRPV3j/j mice
on the gradient from
30 to 60 min. (D) Time
spent within the pre-
ferred zones (11 to 13)
for wild-type and
TRPV3j/j mice at
each 5-min interval
during the 2-hour trial.
*P G 0.05, **P G 0.01,
***P G 0.001.
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(one-sample two-tailed t test, P 0 0.022). This

implies that other proteins, most likely

TRPV4, are also involved in innocuous

thermosensation (8, 12). TRPV3
þ/–

and

TRPV1
–/–

mice behaved like wild-type mice

in the 35-C versus RT test; hence, TRPV3

may have a specific role in this thermotaxis

behavior (9). When side I of the apparatus

was set to a cold temperature of 15-C, both
wild-type mice and their TRPV3

j/j
litter-

mates showed a robust avoidance (92% and

91%, respectively; n 0 18) of the cooled side,

suggesting a crucial role for TRPV3 in heat

but not cold sensation.

In another thermotaxis assay, mice were

allowed to move freely on a flat rectangular

platform (10 cm by 97 cm) with a surface

temperature gradient of 15-C to 55-C along

the length. The compartment was divided

into 16 virtual zones with distinct surface

temperature ranges, and the amount of time

spent in each zone was recorded. We focused

our analysis on four consecutive 30-min

intervals (total 2 hours). After some explo-

ration, wild-type mice spent the majority of

their time in zones 11 to 13 (temperatures of

30- to 38-C) (Fig. 1C). TRPV3
j/j

mice

showed no significant bias for the preferred

zones in the 30- to 60-min interval, a time

when wild-type mice had already demon-

strated a distinct preference (Fig. 1, B and

C). However, after the first hour, the

TRPV3
j/j

mice showed a temperature pref-

erence similar to that of wild-type mice

(fig. S4, B and C). To highlight the timing

of preference, we measured total time spent

in the preferred zones (30- to 38-C) during

5-min intervals throughout the 2-hour peri-

od (Fig. 1D). Wild-type mice showed strong

preference by 25 min, whereas TRPV3
j/j

mice were severely delayed, not showing

preference until 60 min. Together, these

experiments confirm an important role for

TRPV3 in innocuous thermosensation and

suggest that other factors are also involved

(8, 12).

TRPV3 is initially activated at warm

temperatures (threshold of È33-C) but also

shows an increased response to noxious heat

(45- to 48-C) (3). We performed two ex-

periments to test the behavior of TRPV3 null

mice in response to moderate and noxious

heat temperatures. In the tail immersion assay,

the distal part of the tail of a gently restrained

mouse was immersed in a thermoregulated

water bath, and the time to a reflexive tail

flick was recorded. We observed delayed tail

flick responses in TRPV3
j/j

mice at the

temperatures tested, with significance

achieved at 50-C and above (Fig. 2A). In the

hot plate analgesia meter assay, mice were

tested for onset of nociceptive behavior (hind

paw lick or flick) at three different surface

temperatures. Significant withdrawal latencies

were observed in TRPV3
j/j

mice at the

higher temperature of 55-C (Fig. 2B). To-

gether, these results show that the response in

TRPV3
j/j

mice to acute noxious heat was

disrupted but not abolished. Indeed, the

observed acute thermal nociceptive phenotype

is similar to those reported for TRPV1
–/–

mice

and suggests that these two TRPV-class ion

channels have overlapping function in vivo

(13, 14).

In addition to an acute thermal pheno-

type, TRPV1
–/–

mice also show a strong

deficit in thermal hyperalgesia (sensitization

Fig. 2. Mice lacking TRPV3
are deficient in sensing
acute noxious thermal
stimuli. (A) Onset of noci-
ceptive behavior for wild-
type and TRPV3j/j mice
in response to tail immer-
sion (n 0 18). Significant
differences are observed
at temperatures higher
than 48-C. (B) Response
latencies to hot plate (for
wild type, n 0 25 for
45-C, n 0 12 for 50-C,
and n 0 18 for 55-C; for
TRPV3j/j, n 0 29 for
45-C, n 0 12 for 50-C,
and n 0 18 for 55-C).
Significant difference is
seen only at the highest
temperature tested. *P G
0.05, ***P G 0.001.

Fig. 3. Camphor activates and sensitizes TRPV3
in CHO cells. (A) Whole-cell currents in mouse
and human TRPV3-expressing CHO cells were
recorded in response to external application of
camphor or a 37-C heat pulse. Camphor (2 mM)
elicited large currents from TRPV3-expressing
cells (n 0 6 for mouse TRPV3, n 0 7 for human
TRPV3). (B) Repeated stimulation by heat alone
sensitizes the TRPV3 current (n 0 11). The last
heat response was increased by 601 T 157%
(mean T SE) over the initial heat response. (C)
Camphor applications (500 mM) also sensitize
TRPV3 responses to heat. The last-to-first heat
responses were increased by 433 T 71% (n 0 6)
[Pcamphor 0 0.47 in comparison to heat-induced
sensitization in (B)]. (D) In the absence of
camphor, a second heat pulse increases the first
heat response by only 123 T 19% (n 0 8) [P 0
0.00015 in comparison with (C), two-tailed
Student’s t test]. (E) Average of first and last
heat currents from (B), (C), and (D). **P G 0.005,
***P G 0.001.
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to noxious thermal stimuli) (13, 14). To

investigate the role of TRPV3 in hyper-

algesia, we injected complete Freund_s adju-
vant (CFA) or bradykinin into a single

hindpaw of wild-type and TRPV3
j/j

mice.

Sensitivity was measured as the response

latency to radiant heat stimulation in injected

and noninjected hindpaws. Wild-type mice

exhibited a significant decrease in the paw

withdrawal latencies of the treated paw 24

hours after injection (n 0 12, one-sample two-

tailed t test, P 0 0.00413 for wild type, P 0
0.028642 for TRPV3

j/j
). However, no sig-

nificant differences were observed in the

responses of wild-type and TRPV3
j/j

mice

(fig. S5A). Bradykinin-induced thermal hy-

peralgesia was also indistinguishable between

wild-type and TRPV3
j/j

mice (fig. S5B).

Other nonthermal sensory tests also showed

no deficits in TRPV3
j/j

mice. For example,

normal responses to mechanical stimuli (acute

or mechanical hyperalgesia) and to injections

of formalin (a chemical noxious stimulus)

were observed in TRPV3
j/j

mice (fig. S5,

D and E).

Some of the thermoTRPs (TRPV1,

TRPM8, and TRPA1) are receptors of sensory

compounds that feel hot, cold, or burning

(capsaicin, menthol, mustard oil, and cinna-

maldehyde), consistent with a physiological

role of these ion channels in thermosensation

and pain (2, 15, 16). No sensory compound is

known to activate TRPV3. Camphor is a

botanical compound used in a variety of

topical analgesics and decongestants. Appli-

cation of camphor on human skin leads to

sensitization to heat responses by an unknown

mechanism (17). We tested the response

of these ion channels to camphor. We found

that 1 to 2 mM camphor activated Chinese

hamster ovary (CHO) cells expressing human

or mouse TRPV3 but not those expressing any

of the other five thermoTRPs (Fig. 3A) (9).

Activation of TRPV3 by 1 to 2 mM camphor

is physiologically relevant, as this chemical is

often used in balms at È10% by weight

(corresponding to concentrations of È0.5 to

1 M).

The effect of camphor on human skin is

best characterized as a sensitization to warm

temperatures (17). We therefore assessed

whether camphor sensitizes TRPV3 responses

to warmth. We applied innocuous heat or cam-

phor to TRPV3-expressing cells. Repeated

heat pulses of 37-C sensitized TRPV3, as each

additional stimulus gave a larger response

(Fig. 3, B, D, and E) (3, 5). TRPV3 sen-

sitization to warmth also occurred in response

to recurrent activation of the ion channel by

camphor (Fig. 3, C and E).

Mouse TRPV3 is specifically expressed

in skin keratinocytes (3). We therefore tested

whether camphor could also activate and

sensitize native TRPV3 in primary cultured

keratinocytes. Eighty percent (n 0 56 of 70)

of cultured mouse keratinocytes showed

gradually increasing current responses with

repeated 37-C pulses. These currents were

outwardly rectifying with a reversal potential

E
rev

near 0 mV, similar to the TRPV3

currents when heterologously expressed in

CHO cells (Fig. 4A). The majority of cells

(66%) were also sensitive to 2 to 10 mM

camphor, and the responses to warm tem-

perature (37-C) were robustly potentiated by

treatment with camphor (Fig. 4B). Further-

more, 5 mM ruthenium red (a blocker of

TRPV ion channels) completely blocked the

camphor-induced currents at negative voltages

(fig. S6A). Collectively, these recordings

provide strong evidence that camphor acti-

vates and sensitizes native TRPV3 expressed

in keratinocytes. In our experiments, TRPV3-

and TRPV4-like responses are both readily

observed in keratinocyte cultures (80%

TRPV3-like and 30% TRPV4-like, with a

20% overlap). These data vary from a report

that describes TRPV4-like heat responses

but few TRPV3-like responses in a majority

of keratinocytes (8). However, Chung et al.

Fig. 4. Heat- and camphor-activated currents in wild-type and TRPV3j/j

mice. (A to D) Camphor activates and sensitizes TRPV3 in cultured wild-type
keratinocytes. (A) Repeated stimulation of heat gives rise to a TRPV3-like
sensitizing current. Inset: Current response upon heat stimulation shows
outwardly rectifying current-voltage relationship with Erev near 0 mV.
Dotted line, zero current level. (B) Camphor (5 mM) activates an outwardly
rectifying current. The heat response of the same cell is greatly increased
during application of 5 mM camphor (n 0 10 of 16 tests, 569 T 129%, P 0
0.002). Application of 100 mM 2-APB sensitizes the response to heat (n 0 5,
911 T 331%, P 0 0.0001) (C) and the response to 2 mM camphor (n 0 5,
877 T 181%, P 0 0.003) (D), respectively. (E) Repeated stimulation by heat
activates and sensitizes a TRPV3-like current in keratinocytes from wild-

type littermates (upper trace, recorded at –60 mV, n 0 22). Other cells
show TRPV4-like response (n 0 2), mixed response (n 0 4), or no response
(n 0 1) (9). No response (middle trace, n 0 16) or TRPV4-like rapidly
desensitized current (bottom trace, n 0 9) is observed in TRPV3j/j

keratinocytes. TRPV3-like, TRPV4-like, or mixed currents were determined
as described (8, 19). (F) Keratinocytes from TRPV3j/j mice do not respond
to 5 mM camphor (n 0 34, bottom trace), whereas those from wild-type
littermates show the normal camphor response (n 0 7 of 9, upper trace).
(G) Cultured DRG neurons from wild-type littermates or from TRPV3j/j

mice do not respond to repeated application of 5 mM camphor (n 0 43 and
n 0 14, respectively); 58% of wild-type mouse DRG neurons tested and
57% of those from TRPV3j/j mice show response to 0.5 mM capsaicin.

R E P O R T S

www.sciencemag.org SCIENCE VOL 307 4 MARCH 2005 1471

Zinio
page=1471

http://www.sciencemag.org


observed TRPV3 protein expression in a

majority of keratinocytes and detected abun-

dant TRPV3-like responses in the presence

of 2-aminoethoxydiphenyl borate (2-APB), a

compound that activates and sensitizes TRPV3

(8, 18, 19). Consistent with these reports, we

observed that pretreatment with 100 mM 2-

APB strongly potentiated heat and camphor

responses in keratinocytes (Fig. 4, C and D),

whereas camphor was not capable of sensitiz-

ing 2-APB responses (n 0 3) (9). Together,

these studies imply that TRPV3 is present in a

majority of cultured keratinocytes.

We next compared the camphor- and heat-

induced currents of wild-type and TRPV3
j/j

littermate keratinocytes. The majority of wild-

type keratinocytes showed gradually in-

creasing current responses with repeated

37-C pulses at –60 mV, whereas TRPV3
j/j

keratinocytes showed no responses or some

responses with TRPV4-like desensitization

(Fig. 4E) (fig. S6B). Responses to repeated

application of 5mMcamphor were observed in

wild-type but not TRPV3
j/j

keratinocytes

(Fig. 4F). This suggests that TRPV3 is a heat

receptor in keratinocytes, that it is the only

receptor for camphor in these cells, and that

camphor sensitivity is a specific functional

marker for TRPV3. Unlike what was observed

for keratinocytes, 5mMcamphor failed to evoke

sensitizing current responses from capsaicin-

sensitive or capsaicin-insensitive DRG neurons

fromeitherwild-typemice (n 0 43) or TRPV3
j/j

mice (n 0 14) (Fig. 4G).

The residual sensitivity to warm temper-

atures in TRPV3
j/j

mice may be due to

partial compensation by TRPV4, the only

other ion channel known to respond to

innocuous heat in culture (20, 21). Consist-

ent with expression analysis, camphor ac-

tivity was observed in keratinocytes but not

in DRG neurons, even with high concentra-

tions of camphor. Therefore, the acute ther-

mosensory phenotype observed in TRPV3
j/j

mice suggests an important role of skin

in temperature sensation. Keratinocytes are

not known to Bsense[ temperature; instead,

DRGs are thought to directly sense heat

through free nerve endings (1). This conclu-

sion is mainly based on the ability of

dissected neurons to respond to temperature

shifts and on the anatomical observation that

no synapses are apparent between free nerve

endings and keratinocytes (22, 23). How-

ever, a recent study has observed a pop-

ulation of chemosensory cells that form

synaptic contacts with trigeminal afferent

nerve fibers within the nasal epithelium (24).

Furthermore, nonsynaptic communication

between keratinocytes and nerve fibers can

be considered.
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OSBP Is a Cholesterol-Regulated
Scaffolding Protein in Control

of ERK1/2 Activation
Ping-yuan Wang, Jian Weng, Richard G. W. Anderson*

Oxysterol-binding protein (OSBP) is the founding member of a family of
sterol-binding proteins implicated in vesicle transport, lipid metabolism, and
signal transduction. Here, OSBP was found to function as a cholesterol-
binding scaffolding protein coordinating the activity of two phosphatases to
control the extracellular signal–regulated kinase (ERK) signaling pathway.
Cytosolic OSBP formed a È440-kilodalton oligomer with a member of the
PTPPBS family of tyrosine phosphatases, the serine/threonine phosphatase
PP2A, and cholesterol. This oligomer had dual specific phosphatase activity for
phosphorylated ERK (pERK). When cell cholesterol was lowered, the oligomer
disassembled and the level of pERK rose. The oligomer also disassembled
when exposed to oxysterols. Increasing the amount of OSBP oligomer
rendered cells resistant to the effects of cholesterol depletion and decreased
the basal level of pERK. Thus, cholesterol functions through its interaction
with OSBP outside of membranes to regulate the assembly of an oligomeric
phosphatase that controls a key signaling pathway in the cell.

Depletion of membrane cholesterol markedly

increases the level of pERK in the caveolae

and cytosol fractions of cells (1). The level of

pERK is increased further by simultaneously

exposing the cells to epidermal growth factor

(EGF), which suggests that cholesterol de-

pletion inactivates a pERK phosphatase. Re-

cently, we identified a cholesterol-regulated

phosphatase that has dual specific activity

for pERK (2). When cellular cholesterol

levels are normal, this phosphatase works in

tandem with the ERK kinase MEK-1 to

regulate the level of pERK in the cell. The

phosphatase is a heterooligomer of È440 kD

that derives its dual specific activity from

two phosphatases. One is a member of the

PTPPBS family of tyrosine phosphatases (3),

and the other is the serine/threonine phos-

phatase PP2A (2). These two enzymes each

depend on the activity of the other to

coordinately remove phosphate from both

the threonine and the tyrosine residues of

pERK. Depletion of cell cholesterol results

in the dissociation of PP2A from the

PTPPBS member and a loss of dual specific

pERK phosphatase activity. Thus, cholester-

ol appears to act directly or indirectly to

control the formation of an oligomer of two

phosphatases that together have functionality

that neither has alone. Here, we present
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evidence that this oligomer is held together

through interactions between cholesterol and

the OSBP.

The cholesterol dependency of the oligo-

meric phosphatase complex was demonstrated

using HeLa cells expressing a cDNA for

the PTPPBS family member HePTP tagged

with polyhistidine, myc, and an influenza

hemagglutinin peptide (HA). Cells were

transfected for 48 hours, incubated in the

presence of methyl-b-cyclodextrin (CD) or

CD plus cholesterol for 60 min (to remove or

retain cholesterol, respectively), and the

cytosol was used to purify the HePTP by

nickel-nitrilotriacetic acid (Ni-NTA) agarose

chromatography. The HA-HePTP-myc-his

was eluted with increasing concentrations

of imidazole. Peak elution occurred at an

imidazole concentration of 80 to 160 mM

(Fig. 1A). The HePTP isolated from cells

exposed to CD plus cholesterol coeluted with

the PP2A phosphatase, whereas PP2A was

markedly reduced in fractions of HA-

HePTP-myc-his isolated from cholesterol-

depleted cells (Fig. 1A).

In transfected cells, lipid, probably choles-

terol, was found in the HePTP/PP2A complex

(Fig. 1B). HeLa cells expressing HA-HePTP-

myc-his were labeled with E3H^-cholesterol and
E3H^-palmitic acid. HA-HePTP-myc-his was

isolated with Ni-NTA agarose beads and

processed for thin-layer chromatography

(TLC). Autoradiography showed a single band

in the cytosol fraction that comigrated with

cholesterol and was absent in CD-treated cells.

A slower migrating radioactive band eluted

from the Ni-NTA beads with imidazole. This

band was also absent from CD-treated cells,

which suggests that it was cholesterol. Fourteen

different oxysterols that we tested failed to

migrate to the same position (table S1). Further-

more, imidazole caused cholesterol to migrate

anomalously on TLC (Fig. 1C), and cytosolic

E3H^-cholesterol migrated the same when ex-

posed to imidazole (fig. S1). We did not detect

any phospholipid or ceramide in the complex.

The presence of cholesterol suggested

that the oligomeric phosphatase contained a

sterol-binding protein. Initially, we thought

the bound lipid that migrated slower on TLC

plates (Fig. 1B) was an oxysterol, which

prompted us to see whether the oligomer

contained OSBP. We purified the oligomer

from HeLa cells expressing HA-HePTP-

myc-his and processed the sample for im-

munoblotting (Fig. 2A). The complex clearly

contained endogenous OSBP and PP2A.

Depleting cells of cholesterol caused the loss

of both proteins from the complex. HA-

HePTP-myc-his lacking a 15 amino acid

segment called the kinase interaction motif

(KIM) domain (DKIM-HePTP) (4) did not

interact with endogenous OSBP (Fig. 2B).

Thus, OSBP may represent a cholesterol-

binding component of the endogenous com-

plex that we originally purified from HeLa

cells (2). We used monoclonal antibody

(mAb) OSBP to immunoblot the fractions

from the columns used for purification (Fig.

2, C and D). Even though this antibody was

not sensitive enough to detect OSBP in

cytosol fractions, a strong signal was seen

in fractions from both the Mono Q (Fig. 2C)

and the gel filtration columns used to purify

the oligomer (Fig. 2D). We could also co-

immunoprecipitate endogenous OSBP from

the gel-filtration fractions with a-PP2A im-

munoglobulin G (IgG). In addition, bacteri-

ally expressed OSBP bound E3H^-cholesterol
(Fig. 2E and fig. S2). Remarkably, the bound

E3H^-cholesterol was displaced by choles-

terol but not by 25-hydroxycholesterol (Fig.

2E), which suggests that oxysterols and

cholesterol bind to different sites on OSBP.

If OSBP interacts with HePTP, coexpress-

ing the two should cause more oligomer to

form because cells have excess PP2A (Fig.

3A). Cells were transiently transfected with

either HA-HePTP-myc-his, OSBP, or the

combination, and HA-HePTP-myc-his was

purified. In cells expressing HA-HePTP-myc-

his alone, the bound HA-HePTP-myc-his was

enriched in endogenous OSBP relative to the

unbound cytosol. Some PP2A
B
also coeluted,

indicating the presence of oligomer. Little

OSBP bound to Ni-NTA from cytosol of cells

expressing OSBP alone. By contrast, cells

coexpressing HA-HePTP-myc-his and OSBP

had dramatically more bound OSBP and

PP2A
B
. The same result was obtained if the

polyhistamine tag was put on OSBP instead of

HePTP (fig. S3). OSBP lacking the pleckstrin

homology (PH) domain (DPH-OSBP) was

unable to oligomerize with HePTP and

PP2A, whereas mutating the highly conserved

valine 522, serine 523 signature region (VS-

OSBP) to alanine had no effect (fig. S3).

We postulate that cholesterol bound to

OSBP is what holds the oligomer together. If

so, then the quantity of oligomer (cholester-

ol, HePTP, OSBP, and PP2A) present in

cells should be a function of the amount of

OSBP. We expressed the same amount of

HA-HePTP-myc-his in two sets of cells ex-

pressing 10-fold different amounts of OSBP

(Fig. 3B). The cells were labeled with E3H^-
cholesterol overnight before processing for

purification of HA-HePTP-myc-his. Immu-

noblots showed that nearly equal amounts of

HA-HePTP-myc-his were present. Markedly

more OSBP and PP2A were present in

fractions from cells expressing the higher

amount of OSBP. Moreover, the fraction

with the highest amount of OSBP contained

5 times as much radioactive lipid as the

corresponding fraction from cells expressing

low levels of OSBP. We conclude that OSBP

Fig. 1. Isolation of the
cholesterol-regulated
HePTP/PP2A oligomer
using Ni-NTA chroma-
tography. (A) HeLa
cells expressing HA-
HePTP-myc-his were
incubated in the pres-
ence of 1% CD or a
mixture of 1% CD and
200 mg/ml cholesterol
for 1 hour at 37-C. The
cells were washed and
the cytosol isolated. Six
milligrams of cytosol
was mixed with Ni-
NTA beads and incu-
bated for 3 hours at
4-C. The beads were
pelleted, loaded on a
column, and washed
with the indicated con-
centrations of imid-
azole. Sixty micrograms
of the unbound (UB)
protein and equal vol-
umes of each eluate were processed for immunoblotting with antibodies that recognize the indicated
proteins. (B) HeLa cells expressing HA-HePTP-myc-his were labeled with [3H]-cholesterol and [3H]-
palmitic acid. Cytosol was prepared from cells that had been incubated in the presence or absence
of 1% CD for 1 hour at 37-C. Equal amounts of cytosol (3 mg) were processed for isolation of the
oligomer on Ni-NTA beads. Fifty microliters of the unbound fraction and 500 ml of the bound
fraction were processed for lipid extraction. The lipids were separated by TLC and the radioactivity
detected by autoradiography. A 50-ml sample of the bound fraction was also processed for
immunoblotting to detect HA-HePTP-myc-his. (C) Fifty micrograms of unlabeled cholesterol was
mixed with buffer B containing either 10 mM or 160 mM imidazole, extracted, and loaded onto a
TLC plate, and the lipids were separated using the same condition as in (B). Cholesterol was
visualized by iodine staining.
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drives assembly of the two phosphatases plus

cholesterol into an oligomeric complex.

OSBP is known as an oxysterol-binding

protein (5), which raises the possibility that

oxysterols affect oligomer assembly. Cytosol

from HeLa cells expressing OSBP and HA-

HePTP-myc-his was mixed with either 25-

hydroxycholesterol or cholesterol before

purifying the HA-HePTP-myc-his (Fig. 3C).

The HA-HePTP-myc-his isolated from the

cholesterol-treated cytosol contained both

OSBP and PP2A, indicating the presence of

the oligomeric phosphatase. By contrast, nei-

ther protein was associated with HA-HePTP-

myc-his isolated from 25-hydroxycholesterol–

treated cytosol. Previous studies have shown

that incubating cells in the presence of 25-

hydroxycholesterol increases pERK but not

phosphorylated c-Jun N-terminal kinase (pJNK)

(6, 7). We found that exposing cytosol to 25-

hydroxycholesterol inhibited pERK dephos-

phorylation activity (fig. S4).

Immunoprecipitates of either HePTP or

PP2A have dual specific phosphatase activ-

ity for pERK (2). HeLa cells expressing

OSBP-myc-his and HA-HePTP were pro-

cessed to measure pERK phosphatase activ-

ity in OSBP immunoprecipitates (Fig. 4A).

Dual specific phosphatase activity was mea-

sured by using immunoblotting to detect

either the pY or the pT in a pERK2-GST

(glutathione S-transferase) substrate. Incuba-

tion of pERK2-GST in the presence of im-

munoprecipitated OSBP caused a marked

reduction in the level of both pY and pT.

The presence of either vanadate or okadaic

acid inhibited dephosphorylation of both

residues. No phosphatase activity was de-

tected when a-myc IgG was replaced with a

nonimmune IgG. Thus, antibodies against

tagged HePTP, OSBP, and untagged PP2A

all immunoprecipitate the oligomeric phos-

phatase activity (2).

Further evidence that the three proteins in

the complex interact functionally came from

the chance observation that the pT-specific

pERK mAb recognized OSBP in the immu-

noprecipitated oligomer (Fig. 4A). Vanadate

reduced pT-specific mAb pERK binding,

which suggests that it stimulated PP2A to

dephosphorylate a phosphothreonine residue

in OSBP. Indeed, vanadate-dependent loss of

pT-specific mAb pERK immunoblotting of

OSBP was blocked by okadaic acid (fig.

S5B). We obtained the same results when

mAb pThr was substituted for pT-specific

mAb pERK (Fig. 4A). We observed the

same phenomenon with purified endogenous

oligomeric phosphatase. Thus, an interaction

occurs in the oligomer between HePTP and

PP2A that controls OSBP phosphorylation.

We also found that incubating cytosol in

the presence of CD caused a loss of PP2A

from the oligomer (fig. S5A), which indi-

cates that removal of cholesterol from the

cytosol causes a partial disassembly of the

phosphatase. As expected, vanadate no lon-

ger stimulated dephosphorylation of pOSBP

in immunoprecipitated complexes lacking

PP2A (fig. S5B). These results suggest that

cytosolic cholesterol is required for stability

of the oligomer.

We could not be certain whether HePTP

is the PTPPBS family member in the

endogenous HeLa cell oligomeric phospha-

tase because of the lack of an appropriate

antibody. Nevertheless, when we adjusted

the amount of pERK phosphatase activity by

increasing or decreasing the amount of

OSBP, the level of endogenous pERK

changed (Fig. 4, B and C). The level of pERK

in both fractions was markedly lower in cells

expressing wild-type and VS-OSBP compared

with cells expressing DPH-OSBP (Fig. 4B).

Because only OSBP and VS-OSBP interact

with HePTP (fig. S3), increasing the amount

of oligomeric phosphatase reduces endoge-

nous pERK levels. Endogenous pERK phos-

phatase was reduced by RNA interference

(RNAi) of OSBP mRNA (Fig. 4C). Cells

were exposed to two small interfering RNAs

(siRNAs) directed against different regions of

the OSBP mRNA and one control siRNA

directed against an irrelevant mRNA before

processing for immunoblotting and reverse

transcription polymerase chain reaction (RT-

PCR). Reducing the mRNA for OSBP resulted

in a marked increase in the amount of pERK in

the cell.

Increasing the amount of oligomeric phos-

phatase blocked the effects of cholesterol

depletion on pERK dephosphorylation. HeLa

cells expressing HA-HePTP and OSBP, but

not HA-HePTP alone, have elevated amounts

of oligomeric phosphatase (Fig. 3A). Incubat-

ing either set of cells in the presence of the

MEK-1 inhibitor PD98059 for 10 min to

Fig. 2. OSBP is a cholesterol-binding
component of the cholesterol-
regulated HePTP/PP2A oligomer.
(A) HeLa cells expressing HA-HePTP-
myc-his were incubated in the pres-
ence of 1% CD or a mixture of 1% CD
and 200 mg/ml cholesterol for 1 hour
at 37-C. The cells were washed and
the cytosol isolated. Fourmilligrams of
cytosolic protein was used to isolate
HA-HePTP-myc-his, as described in
Fig. 1A. Equal volumes of the 80 to 160 mM imidazole eluate (bound fraction) were processed for
immunoblotting. (B) HeLa cells expressing either nothing, HA-HePTP-myc-his, or HA-HePTP-myc-
his lacking the KIM domain were processed to isolate his-tagged proteins as described using a 2-mg
sample of cytosol. The protein from an equal volume of the bound fraction was processed for
immunoblotting with the indicated antibodies. (C) HeLa cell cytosol (10 mg) was loaded on a Mono
Q column and washed extensively with 250 mM NaCl as described (2). Fractions from the column
were eluted with a linear 250 to 450 mM NaCl gradient. Equal volumes of the indicated fractions
were processed for immunoblotting. (D) The 350 to 380 mM fractions were pooled and processed
for purification by gel filtration as described (2). Fractions (1 ml) were collected and processed for
immunoblotting. The peak fraction for ferritin (440 kD) is marked with an arrow. (E) A Ni-NTA–
purified, bacterially expressed OSBP/[3H]-cholesterol complex (500 ml) was mixed with either 4 ml of
ethanol (filled circles) or 4 ml of ethanol containing 1 mg/ml of either cholesterol (triangles) or 25-
hydroxycholesterol (open circles) (20 mM final concentration) and incubated overnight at 4-C. The
samples were then separated by gel filtration and each fraction assayed either for radioactivity or
OSBP using mAb a-V5.
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block phosphorylation of ERK caused a marked

reduction in the level of endogenous pERK (Fig.

4D). When cells expressing only HA-HePTP-

his were depleted of cholesterol, the loss of

pERK was markedly inhibited. By contrast,

cholesterol depletion had little effect on

endogenous pERK dephosphorylation in cells

expressing both OSBP and HA-HePTP.

Although we cannot rule out the possi-

bility that other proteins in the oligomeric

complex mediate cholesterol regulation, as-

sembly of the oligomeric pERK phosphatase

Fig. 3. OSBP drives assem-
bly of HePTP-PP2A com-
plex. (A) HeLa cel ls
expressing either recombi-
nant OSBP, HA-HePTP-
myc-his, or both were
processed to isolate the
polyh is t id ine-t a g g e d
oligomer from 2 mg of cytosol. Unbound protein (25 mg) and equal
volumes of the bound fractions were processed for immunoblotting. (B)
HeLa cells cotransfected with a constant amount of HA-HePTP-myc-his
cDNA and either 1 mg per dish or 10 mg per dish of OSBP cDNA were labeled
with [3H]-cholesterol as described in Fig. 1B. Cytosol (2.7 mg) was
prepared from the same number of cells, and equal amounts of
radioactivity were processed to isolate polyhistidine-tagged proteins, as
described in Fig. 1. Fifty microliters of the unbound (UB) fraction was
processed for either lipid identification by TLC or protein identification by
immunoblotting. Equal volumes of each eluate were similarly processed.
The extracted lipids were separated by TLC and either visualized by
autoradiography or the band cut out and counted directly (cpm � 10–3).
(C) Cytosol (2 mg) from HeLa cells expressing HA-HePTP-myc-his and
OSBP was mixed with Ni-NTA beads and incubated in the presence of
either 20 mM 25-hydroxycholesterol or 20 mM cholesterol dissolved in

ethanol for 3 hours at 4-C before being processed to isolate HA-HePTP-
myc-his, as described in Fig. 1. A 25-mg sample of UB proteins and equal
volumes of each eluate were processed for immunoblotting to detect the
indicated proteins.

Fig. 4. OSBP oligomer regulates
pERK phosphorylation. (A) Cyto-
sol was isolated from HeLa cells
expressing both OSBP-myc-his
and HA-HePTP. Equal amounts
of cytosol were processed for
immunoprecipitation using ei-
ther a-myc or nonimmune IgG.
The beads were washed and
resuspended in buffer C before
adding 50 ng of pERK2-GST
protein and the indicated inhibi-
tors and incubated for 3 hours at
30-C. The reaction was stopped
by adding 6 x SDS sample buffer
to the mixture and processing
the sample for immunoblotting
using antibodies that detect the
indicated protein. (B) HeLa cells
coexpressing HePTP and either
wild-type OSBP, DPH-OSBP, or
VS-OSBP were fractionated into
either a membrane fraction or a
cytosol fraction and processed
for immunoblotting (50 mg per
lane) using the indicated anti-
bodies. We used a sensitive pT
a-pERK to detect activated ERK.
(C) HeLa cells were incubated
for 24 hours in the presence of
two siRNAs directed against
different regions of the OSBP
mRNA and one directed against
the mRNA for microsomal triglyceride transfer protein, and then the cells
were washed and cultured for an additional 48 hours before being
processed. Cell lysates were then tested for the level of OSBP and
glyceraldehyde-phosphate dehydrogenase mRNA with RT-PCR or for the
amount of pERK and ERK by immunoblotting. (D) HeLa cells expressing
either HePTP alone or together with OSBP were cultured in six-well plates

for 48 hours. The cells were washed and incubated in serum-free Dulbecco’s
modified Eagle’s medium in the presence of 20 mM PD98059 to block MEK-
1 for 10 min at 37-C before adding the indicated amount of CD and
incubating an additional 15 min at 37-C. Cells were immediately dissolved
in SDS sample buffer and processed for immunoblotting to detect the
indicated protein or epitope.
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appears to depend on a direct interaction

between OSBP and sterols. OSBP belongs to a

group of proteins that share in common a

phosphoinositide-binding PH domain that can

target the molecule to the Golgi apparatus (8), a

FFATmotif that can target it to the endoplasmic

reticulum (ER) (9), and a lipid-binding domain

that binds specific lipids. These proteins are

thought to be involved in the nonvesicular

transfer of lipids between various membrane

compartments (10). For example, CERT has

recently been identified as a ceramide-binding

protein that appears to use the PH and FFAT

motifs to transfer ceramide between ER and

Golgi-apparatus membranes (11). Although a

nonvesicular lipid transport function has not

been established for OSBP, it does move to the

Golgi apparatus when cells are either depleted

of cholesterol or exposed to oxysterols, which

indicates that it has the ability to sense cellular

sterol levels. Targeting to the Golgi apparatus

depends on the PH domain (12). OSBP also can

bind VAP in ER membranes (13). Ordinarily,

most of the OSBP appears to be soluble in the

cytoplasm in a conformation that masks the

PH domain (8).

If OSBP is the cholesterol-sensing protein in

the pERK phosphatase oligomer, then we

imagine that when cholesterol binds to the

lipid-binding domain in OSBP it undergoes a

conformational change that masks the PH

domain. In this configuration, OSBP is able to

bind HePTP and PP2A to form a high-

molecular-weight complex (fig. S6A). The

molecules in the oligomer are precisely

arranged so that they are able to interact in

response to specific environmental cues. These

interactions are critical for spatially organizing

HePTP and PP2A so that they can work

coordinately to remove both phosphates from

pERK1/2 but not from other mitogen-activated

protein kinases such as stress-activated protein

kinase (2). Either oxysterol binding or choles-

terol removal changes the conformation of

OSBP so that the PH domain is exposed and

the phosphatases dissociate (fig. S6B). Un-

masking the PH domain causes OSBP to move

to specific membrane compartments such as

the Golgi apparatus, where it may reacquire

cholesterol. Therefore, the pERK1/2 phospha-

tase activity conferred through OSBP is pos-

itively regulated by cholesterol and negatively

regulated by oxysterols. One implication of

this model is that other lipid-transfer proteins

with pH domains and FFAT motifs may have

lipid-specific scaffolding functions that regu-

late key signaling pathways.
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How Visual Stimuli Activate
Dopaminergic Neurons at

Short Latency
Eleanor Dommett,1* Véronique Coizet,1* Charles D. Blaha,2.
John Martindale,1 Véronique Lefebvre,1 Natalie Walton,1

John E. W. Mayhew,1 Paul G. Overton,1 Peter Redgrave1-

Unexpected, biologically salient stimuli elicit a short-latency, phasic response
in midbrain dopaminergic (DA) neurons. Although this signal is important for
reinforcement learning, the information it conveys to forebrain target structures
remains uncertain. One way to decode the phasic DA signal would be to de-
termine the perceptual properties of sensory inputs to DA neurons. After local
disinhibition of the superior colliculus in anesthetized rats, DA neurons became
visually responsive, whereas disinhibition of the visual cortex was ineffective. As
the primary source of visual afferents, the limited processing capacities of the
colliculus may constrain the visual information content of phasic DA responses.

Sensory stimuli that are biologically salient

because of their novelty, intensity, or reward

value elicit a stereotyped phasic (short-latency

G100 ms; short-duration È100 ms) increase

in firing rate of midbrain DA neurons in a

variety of mammals (1–3). If not reinforced,

responses to novel stimuli become habituated

rapidly. The responses to rewarding stimuli

also decline if stimuli can be predicted. When

reward is signaled by an arbitrary stimulus, the

phasic DA response shifts from the primary

reward to the predicting stimulus. If, under

these circumstances, a predicted reward fails

to materialize, there is a brief pause in the

ongoing activity of DA neurons. These find-

ings have led to the influential suggestion that

DA neurons provide the brain_s reinforcement

learning mechanisms with a Breward predic-

tion error[ signal that may be used to adjust

future behavioral response probabilities (4–6).

However, DA neurons exhibit robust responses

to a wider class of stimuli than those unambig-

uously related to reward (2, 7); this suggests

that the phasic DA signal may have a broader

role than reward alone (8). An important

strategy for decoding the phasic DA signal

would be to identify and then to elucidate the

perceptual properties of the sensory pathways

providing input to DA neurons. Surprisingly,

very little is known about the source(s) of the

short-latency phasic sensory input to DA

neurons. A candidate structure is the superior

colliculus, a retino-recipient nucleus in the

dorsal midbrain with direct efferent projections

to dopamine-containing regions of the ventral

midbrain (9). The experimental rationale of

the present study was based on a recent report

(10) that, in the deep layers of the superior

colliculus, which project directly to DA neu-

rons (9), visual sensitivity is suppressed by

anesthesia and can be restored temporarily by

local injections of disinhibitory pharmaco-

logical agents.

Simultaneous electrophysiological record-

ings from the superior colliculus deep layers

and electrophysiologically identified DA

neurons in the substantia nigra (N 0 18), or

ventral tegmental area (N 0 17), of anesthe-

tized rats (11) revealed in all cases (N 0 35)

1Department of Psychology, University of Sheffield,
Sheffield, S10 2TP, UK. 2Department of Psychology,
Macquarie University, Sydney, NSW 2109, Australia.

*These authors contributed equally to this work.
.Present address: Department of Psychology, Univer-
sity of Memphis, Memphis, TN 38152–3230, USA.
-To whom correspondence should be addressed.
E-mail: P.Redgrave@sheffield.ac.uk

R E P O R T S

4 MARCH 2005 VOL 307 SCIENCE www.sciencemag.org1476

Zinio
page=1476

http://sciencemag.org/cgi/content/full/307/5714/1472/DC1
http://sciencemag.org/cgi/content/full/307/5714/1472/DC1
mailto:P.Redgrave@sheffield.ac.uk
http://www.sciencemag.org


that neither the superior colliculus (Fig. 1A,

top left) nor midbrain DA neurons (Fig. 1A,

top right) responded to a whole-field light

flash. However, after microinjection of the g-
aminobutyric acid type A (GABA

A
) receptor

blocker, bicuculline, into the superior collicu-

lus (directly adjacent to the recording elec-

trode), local neurons became sensitive to the

light flash (Fig. 1A, bottom left, and 1B, left).

Following the onset of collicular responses to

the light stimulus, 30 out of 35 (85.7%) DA

neurons also exhibited a clear short-latency

response to the light. More than half of the

light-activated DA neurons (17 out of 30;

56.6%) responded with an initial excitatory

phase, of which nearly half were polyphasic

(8 out of 17; 47.0%) (Fig. 1A, bottom right).

In contrast, the ongoing activity of other DA

neurons was initially suppressed (13 out of

30; 43.3%) (Fig. 1B, right), with about half (6

out of 13; 47.1%) exhibiting further excitatory

components. The response latencies of neu-

rons in the superior colliculus were reliably

shorter (40.3 T 3.1 ms) than those of

corresponding DA neurons (113 T 14.2 ms)

(t 0 5.4; df 0 29; P G 0.001). Control

experiments (N 0 4) involving a comparable

enhancement of visual processing in the

striate cortex (Fig. 1C, left, produced by direct

application of bicuculline to the cortical

surface) left DA neurons unresponsive to the

light stimulus (Fig. 1C, right).

We proceeded to consider factors that

could differentiate the DA neurons by their

initial excitatory or inhibitory reactions to

the light. (i) Variables associated with the

injections of bicuculline had no apparent

effect. Analysis of histologically verified

coordinates of the injection sites, and the

Fig. 1. Disinhibition of
collicular deep layers
induced phasic visual
responses locally and
in DA neurons. (A) Ini-
tially, raster displays
and peri-stimulus his-
tograms show that col-
licular neurons and a
simultaneously recorded
DA neuron were un-
responsive to a regular
(0.5 Hz) light flash
(vertical dotted line)
(top graphs). After a
collicular microinjection
of bicuculline, both lo-
cal neurons and the DA
neuron were excited at
short latency by visual
stimulation (bottom
graphs). (B) Example

of a light-evoked inhibitory response of a DA neuron after collicular disinhibition.
(C) DA neurons remained insensitive to light after bicuculline-induced facilitation of
the flash-evoked field potential in visual cortex.

Fig. 2. Flash-evoked
activation of collicular
and DA responses fails
to show habituation to
predictable stimuli. (A)
Measures of the re-
sponse magnitude of
an excited (black his-
togram) and inhibited
(white histogram) DA
cell, plus associated
collicular multiunit ac-
tivity (black and white
symbols, respective-
ly, and right scale),
throughout a single
trial. For each flash,
the DA and collicular
event count in the

300 ms preceding the stimulus was subtracted from the event count in the
300 ms post stimulus. Each bar/point represents the mean of 30 of these values,
consecutively throughout the trial. (B) Electrochemical response magnitudes
throughout the trial illustrated in Fig. 3A. After normalizing the baseline current

to 0 at the time of stimulus onset, the oxidation current was recorded 200 ms after each light flash (see Fig. 3C left). Each bar represents the mean of
five of these values, consecutively throughout the trial.
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distribution of the neural activity marker c-

Fos (12) (evoked by the direct excitatory

action of bicuculline, fig. S1A), revealed no

systematic differences between excited,

inhibited, and nonresponsive DA neurons

(11). (ii) Excitatory and inhibitory responses

were observed in both the substantia nigra

(9:5) and ventral tegmental area (8:8) (fig.

S1B) (c2 0 0.63; df 0 1: P 9 0.05). (iii) The

difference in spontaneous firing rate in the

500 ms before each light flash for excited

(1.41 T 0.3 spikes) and inhibited neurons

(2.0 T 0.24 spikes) was not statistically

reliable (t 0 1.485; df 0 28; P 0 0.173). (iv)

The mean spike widths of DA neurons

exhibiting excitatory (4.17 T 0.25 ms) and

inhibitory (3.83 T 0.23 ms) responses were

not reliably different (fig. S1C) (t 0 0.972;

df 0 28; P 0 0.339). All but two (28 out of 30)

of our putative DA neurons satisfied the

recently proposed additional criterion for

distinguishing DA neurons (duration to the

first negative peak 91.1 ms) (13); the

difference between the mean values of this

parameter for excited (1.4 T 0.09 ms) and

inhibited (1.5 T 0.07 ms) neurons was also

not significant (t 0 0.292; df 0 28; P 0
0.773). (v) No reliable differences were

found between the mean latencies (excited 0
121.18 T 18.48 ms; inhibited 0 105.38 T
22.88 ms; t 0 0.543; df 0 28; P 0 0.592) or

response durations (excited 0 189.41 T 29.27

ms; inhibited 0 192.46 T 32.85 ms; t 0 0.69;

df 0 28; P 0 0.945) of light-responsive DA

neurons. Differences in the initial response

may therefore reflect differential activations of

excitatory and inhibitory components of the

tectonigral pathway (9) and their respective

control of individual DA neurons.

An important aspect of our methodology

was that the light stimulus was spatially and

temporally predictable (every 2 s, for hun-

dreds of trials). Measures of response mag-

nitude throughout the experimental sessions

(Fig. 2A) revealed no signs of the rapid

habituation reported by others (3). Rather,

the magnitude of the responses appeared

more accurately to reflect the waxing and

waning of bicuculline_s effect in the superior

colliculus (Fig. 2A).

Because the light stimulus evoked both

excitatory and inhibitory DA neuronal

responses, coupled with the observation that

the release of dopamine from terminals is not

always closely related to the electrophysio-

logical activity of DA neurons (14), we

conducted experiments using fixed potential

amperometry (15, 16) to measure light-

evoked release of dopamine into target re-

gions of the neostriatum. Without additional

treatment, whole-field light flashes caused no

detectable release of dopamine into the

neostriatum of anesthetized rats (11). How-

ever, after local injections of bicuculline into

the deep layers of the superior colliculus (N 0
23), short-latency (mean 153.7 T 25.1 ms),

short duration (mean 331.4 T 19.3 ms) elec-

trochemical responses were recorded from

the neostriatum in every case. Normally, this

effect was evident only after signal averaging

(Fig. 3, B and C). However, in some

examples, each light flash evoked a clearly

observable electrochemical response (Fig.

3A). In these cases, the magnitude of the

electrochemical response to individual flashes

also showed no evidence of rapid habituation

to the temporally predictable stimuli (Fig.

2B). Injection of the selective dopamine re-

uptake blocker, nomifensine, in each case

(N 0 4) increased both the amplitude and

duration of the light-induced electrochem-

ical response (Fig. 3, A and B). Combined

injections of the serotonergic and nor-

adrenergic reuptake blockers, fluoxetine

and desmethyl imipramine (N 0 2), had no

effect (Fig. 3C).

The present results provide complemen-

tary electrophysiological and electrochemi-

cal evidence for the phasic modulation of

midbrain DA neurons by discrete visual

stimuli. Light flashes only increased the

phasic release of dopamine, whereas DA

neurons showed both excitatory and inhibi-

tory responses; these results may be partly

explained by the supra-additive accumula-

tion of dopamine in the forebrain when DA

neurons switch to burst firing mode (17).

However, phasic DA responses were observed

only when neurons in the superior colliculus

were released from inhibition associated with

the anesthetic (10) and were themselves

responsive to light stimuli. Comparable dis-

inhibition of early cortical visual processing

left DA neurones unresponsive (Fig. 1C), and

later cortical processing capable of object

recognition typically has latencies equal to or

longer than those of DA neurones (18). In

addition, other retino-recipient systems (e.g.,

pretectal and accessory optic nuclei) have

been associated mainly with ocular reflexes

or responses to photoperiod (19). Therefore,

the superior colliculus could be the primary, if

not exclusive, source of presaccadic informa-

tion concerning the unexpected occurrence of

biologically salient visual events.

In unanesthetized animals, neurons in the

deep layers of the superior colliculus (20–22)

Fig. 3. Electrochemical oxidation currents reveal light-evoked release of
dopamine into the striatum. (A) Onset of changes in striatal dopamine
oxidation current induced by light flashes (red) during a collicular
microinjection of bicuculline, before (bottom trace) and after
pretreatment with nomifensine (20 mg/kg) (top trace). (B) Peristimu-
lus averaging of light-evoked electrochemical responses (red, N 0 30)

and interleaved averages of control data (blue, N 0 30), before (left)
and after (right) pretreatment with nomifensine (20 mg/kg). (C)
Averages of light-evoked responses (red, N 0 30) and interleaved
control data (blue, N 0 30), before (left) and after (right) pretreatment
with a combination of fluoxetine (20 mg/kg) and desmethyl imipramine
(20 mg/kg).
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and midbrain DA neurons (3) are both

exquisitely sensitive to unexpected novel

visual events, but they become habituated

rapidly if stimuli become predictable or are

not maintained by association with the

primary reward (3, 20). In the anesthetized

preparation we used in these studies, visu-

al sensitivity was observed only when the

suppressive effects of anesthesia were re-

lieved by local disinhibitory injections of

bicuculline into the superior colliculus. Giv-

en that such disinhibition can block both the

behavioral (23) and electrophysiological signs

of habituation (Figs. 1, A and B, and 2), it is

relevant that both measures of DA activation

in the present study also showed consistent

responses to predictable stimuli over hundreds

of consecutive trials (Fig. 2). This suggests

that the mechanisms responsible for mediating

habituation (24) and reinforcement-related

modulations of sensory processing in the

superior colliculus (25) would be able to

regulate the often-reported habituation and

reward-related dishabituation of DA neurons

to neutral visual stimuli (3).

In most vertebrate species, unpredicted

visual events are represented by the superior

colliculus in terms of a restricted range of

stimulus dimensions according to a well-

defined, spatially organized retinotopic map

(20–22). In mammals, most visually respon-

sive cells in the superior colliculus are

transiently activated 40 to 60 ms after the

appearance, disappearance, or movement of

a stimulus within a specific region of the

visual field. Collicular neurons respond

poorly, if at all, to the contrast, velocity,

wavelength, or geometric configuration of

visual stimuli. Most experimental studies

designed to evaluate the reward prediction

error hypothesis of DA function Ee.g. (26, 27)^
have used tasks that can be solved on the

basis of luminance change and/or position

of specific reward-related visual stimuli. It

is interesting that both characteristics can

be coded by neurons in the superior collic-

ulus (20–22). It is likely, therefore, that the

capacity of DA neurons to distinguish

various classes of stimuli at short latency

depends largely on presaccadic visual pro-

cessing in the superior colliculus and the

extent to which it can be modulated by

associations with reinforcing stimuli.
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Chromatography Sorbents
A comprehensive line of chromatography sorbents is designed to
simplify protein separation and purification for biotechnology
drug discovery, development, and production. The integration of
this broad range of chromatography media with Pall’s extensive
portofolio of membranes, protein purification technologies, and
services, establishes Pall Life Sciences as a single-source provider
of the full spectrum of scalable filtration and separation products.
Pall Corp For information 800-717-7255 www.pall.com

Manual Pipetting Aid
The WellAware Pipetting Aid increases the accuracy and speed of
manual transfer between microplates and provides an alternative to
automated liquid handling. Source and target microplates rest on
the upward-facing screen of any standard LCD monitor while soft-
ware guides the user by lighting up source and target wells and sup-
plying text-to-speech audio cues. A variety of pipetting tasks can be
facilitated, including cherry picking, plate transposition, plate refor-
matting, and serial dilution. The software runs on most laboratory
computers and can accommodate 1- to 16-channel pipetting
between standard 24- to 384-well microplates or tube racks.
BioTX Automation For information 877-Ask-BioTX www.biotxautomation.com

Microbial DNA
The WaterMaster DNA Purification Kit provides all the liquid
reagents needed to purify microbial DNA from any water source
after passage through a filter of the user’s choice. DNA can be
purified from bacteria and eukaryotes and can be used for restric-
tion digests, polymerase chain reaction, subcloning, sequencing,
or microarray analysis. The kit features a simple, gentle procedure
with no toxic organic reagents or mechanical cell disruption.
Because the method produces purified DNA in a low final volume,
the DNA doesn’t need to be concentrated.
Epicentre For information 800-284-8474 www.epicentre.com/watermaster.asp 

Automated Viral 
Purification
The EZ1 Virus Mini Kit provides a
fully automated procedure for
simultaneous purification of viral
DNA and RNA from serum,
plasma, and cell-free body fluids,
giving highly sensitive detection
in downstream assays. The kit
enables purification from a broad
range of DNA and RNA viruses for
life science applications. Automa-
tion on the BioRobot EZ1 work-
station enables easy processing
of 1 to 6 samples in parallel.
Qiagen For information 800-426-8157 www.qiagen.com

Low-Volume Liquid Dispenser
The aliQuot low-volume liquid dispenser with automated stacker
allows for the controlled dispensing of cells.The aliQuot’s unique valve
and manifold system eliminates the damage to cells associated with
traditional pump and valve mechanisms, allowing for fast, automated
cell dispensing while maintaining viability equivalent to that seen with
manual procedures.The unique design also ensures that cells are dis-
pensed evenly across the well. Compact in design, fitting easily into a

standard laminar flow cabinet to maintain sterility, the aliQuot is suit-
able for rapidly and reproducibly dispensing liquid or suspensions in the
1 to 350 µl range into 96-, 384-, and 1536-well plates. Fitted with the
automated stacker, it can be programmed to handle up to 30
microplates, including performing lid removal and replacement.
Genetix For information +44 1425 624600 www.genetix.com

Immersion Coolers
Three redesigned low-
temperature coolers can
be used to achieve low-
temperature capability
with nonrefrigerated cir-
culators or boost the 
cooling capacity of re-
frigerated circulators.
Designed to provide continuous cooling to temperatures as low as 
–100º C,VLT Series Immersion Coolers provide an economical alter-
native to dry ice and liquid nitrogen. They are suitable for use with
solvent traps, freeze-point apparatus, impact testing, lyophilization,
and other applications requiring low temperatures. They feature a
digital temperature display and are available with or without tem-
perature control. A rigid coil probe is standard on all units; flexible
and cold finger probes are available as options on the VLT 100.
PolyScience For information 800-229-7569 www.polyscience.com

Thermal Cyclers
The Mastercycler ep system features fast speeds, high precision, user-
friendliness, and reliability. There are three models to choose from:
Mastercycler ep gradient for 96 × 0.2 ml tubes or 1 polymerase chain
reaction (PCR) plate with a gradient range up to 20ºC;Mastercycler ep
gradient S, with a speed up to 6ºC per second and a gradient range up
to 24ºC; and Mastercycler ep 384 for samples in a 384-well format.
The instruments feature heated lids with integrated electronic sample
protection technology for faster, more precise annealing and better

block homogeneity. In the past few years,
nucleic acid research has been developing
dynamically, requiring new capabilities from
PCR systems, and these instruments are
designed to keep pace with these challenges
with technological advances.
Eppendorf For information 800-645-3050

www.brinkmann.com

Literature 
Active Motif ’s 2005 Catalog features products
for studying the activation and regulation of
transcription factors and signaling proteins,
including DNA-binding and phospho-specific
enzyme-linked immunosorbent assays;reagents

for chromatin immunoprecipitation, gene splicing, and protein delivery;
and a variety of antibodies,cell extracts,and recombinant proteins.
Active Motif For information 877-222-9543 www.activemotif.com
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DNA microarrays enable researchers to analyze the
expression of thousands of genes in a single experi-
ment under tightly controlled conditions. First devel-
oped in the early 1990s, they initially provided a
powerful tool for scientists trying to understand the
fundamental aspects of cellular function and the
genetic causes of disease.

In recent years, DNA microarrays have moved
out of the research lab and into a wide variety of
practical applications. “We have seen the evolu-
tion of microarrays from being primarily a gene
expression tool to being used for many other types
of applications,” says Siobhan Pickett, director of
genomic systems for Molecular Devices. “We all
expected that this would happen eventually,
because the microarray technology is just a tool.
But it’s really exciting to see how quickly and
broadly that’s been happening.”

DNA microarrays, often known as chips or
biochips, continue to find their most common appli-
cation in studies of gene expression and detecting
single nucleotide polymorphisms (SNPs). “In busi-
ness as a whole, gene expression is still dominant,”

says Roland Green, chief technology officer and vice
president of R&D for NimbleGen Systems.
“However, we see the bulk of the growth in new
applications such as ChIP and arrayCGH.” Indeed, a
profusion of new uses has emerged during the past
two years. And growing numbers of users are finding
that, in the words of Jochen Müller-Ibeler, product
line manager for DNA microarrays at Eppendorf,
“Microarrays are nice toys to play with.”

EXPLOSION OF USES
What new uses have emerged? “There’s been an
explosion of applications of microarrays to compara-
tive genomic hybridization [CGH],” says Wendy Price,
business area manager for DNA arrays at
Invitrogen. In that application, explains Jeremy
Clarke, global product manager of Genomic
Solutions, “You hybridize DNA from two sources
against metaphase chromosomes. The mix is then
hybridized against a large panel of DNA probes to
look for regions of DNA gain or loss.” Diagnostics
has also benefited from microarrays. “Roche had the
first approval for a diagnostic tool using microar-
rays,” says Müller-Ibeler. “The diagnostic market is
big and important for us.” Another German compa-
ny, Greiner Bio-One, takes a similarly optimistic
view. “We are trying to push arrays into the diagnos-
tic field, says Jörg Stappert, head of the firm’s
biochip group. “We are looking at lots of arrays to
analyze for a few markers.”

Array of Applications Stimulated by emerging tools and technologies,

DNA microarrays have moved far beyond the laboratory. They now offer appli-

cations in areas as diverse as diagnostics, clinical profiling, and screening

genetically modified organisms. by peter gwynne and gary heebner
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DNA microarraying has also started to move into treatment technolo-
gies. “Clinical profiling is coming along,” explains Sean Yu, vice president
of operations at SuperArray Bioscience. “There are a number of clini-
cal trials for the use of microarrays for prognosis or therapeutic guid-
ance.” Affymetrix, the company responsible for the first commercial
DNA microarrays, recently participated in a program that identified the
first gene linked to sudden infant death syndrome. “This is just one
example of how DNA analysis microarrays are accelerating discovery and
bridging the gap between basic scientific research and its impact on
human health,” says Affymetrix’s chairman and CEO Stephen Fodor.

In addition, pharmaceutical firms have started to use microarray data
to determine the success of clinical trials of new drugs. Beyond the clin-
ic, the technology is finding application in food science and forensics.
And basic research also benefits from the technology. “We’re seeing a
broad range of protein-based applications, including research on protein-
protein interactions and antibody studies, that use both DNA and protein
microarrays,” Pickett says. “Researchers are also using DNA microarrays
to study DNA-protein interactions.”

NEW AND IMPROVED MICROARRAYING
The scope of the fresh uses depends in large part on the development of
new and improved tools and technologies for microarraying. “People are
more aware of the need to build better controls in their microarray exper-
iments, especially when they are applied to diagnostics,” says Price.
Reusability has emerged as another key advance. “We are developing
protocols to reuse microarrays three to five times,” Green notes. “It’s a
matter of finding the right buffers and stripping the microarrays so that
they don’t pick up dirt. We think it will enable a new set of applications
that were previously too expensive.”

Certainly reusability improves the economics of microarraying investi-
gations, particularly with expensive items such as NimbleGen’s human
genome 38-chip set. “We can use that array set five times; that makes it
much more economical,” Green continues. “I predict that this will be
standard practice for many labs soon.”

Vendors have also started to offer high throughput DNA microarrays.
“Until now, it was one chip, one sample. Now it’s moving into one chip,
multiple samples,” Stappert explains. “That will be important for drug
screening. It’s why we have started development of high throughput
arrays. We are trying to push arrays into the diagnostic field, which needs
lots of arrays to analyze for a few markers.”

The development of so-called tiling arrays represents another
advance critical to the development of new microarraying applications.

“Tiling arrays use millions of DNA probes evenly spaced, or “tiled,”
across the genome, including coding and noncoding regions alike,”
Fodor explains. “These tiling arrays provide scientists with the only sin-
gle tool available for genomewide analyses of many important biological
functions, including transcription, transcription factor binding sites,
sites of chromatin modification, sites of DNA methylation, and even
chromosomal origins of replication.”

Another key advance involves a new type of microarray. Several com-
panies, including Affymetrix, Agilent Technologies, Applied
Biosystems, and NimbleGen, now produce DNA microarrays that con-
tain the entire human genome on a single chip.

USER-FRIENDLINESS AND LOW COST
Several companies have combined appropriate materials and solutions
into kits for microarray fabrication and hybridization experiments. Those
supplies lower the barrier against entry into microarraying for average
scientists. GE Healthcare, for example, has added a range of chips and
supplies to its CodeLink product line. The SensiChip line developed by
Zeptosens and marketed by Qiagen features microarrays, reader, soft-
ware, buffers, and a hybridization station.

SuperArray, meanwhile, aims to make microarrying more attractive in
two ways. “To broaden into everyday uses such as clinical applications,
you have to simplify the microarray and the data analysis,” Yu says. “It’s
essential to simplify use and lower cost. A lot of our users are not expert
in gene expression profiling, and so can’t tell you what they are looking
for. We’ll help them start their microarray analysis.”

Users of microarrays can also benefit from a choice between ready pre-
pared and customized microarrays. “You have predefined and cus-
tomized arrays, and low-density and high-density arrays,” Eppendorf’s
Müller-Ibeler says. “It gives you more flexibility.” SuperArray provides
customizable features with its oligo arrays. “Researchers can start with
general arrays and then customize them with our help for as low as $100
per array,” Yu says. “We can do the customizing within two weeks.”

TWO TYPES OF PREPARATION
Scientists can choose between two basic sources of DNA microarrays:
ready-to-use versions that contain oligonucleotides synthesized directly
on the chips, and more customizable forms that contain DNA spotted
onto the chips.

Affymetrix uses photolithographic masks similar to those involved in
making computer chips to prepare its high-density, ready-to-use
microarrays. The masks control the light-sensitive removal of protective
groups from hydroxyls in unmasked regions of the substrate, allowing
the altered nucleotides to react with bases in the reaction solution and
grow the DNA sequence.

The company has led the way in large-scale production of DNA
microarrays with a broad range of offerings from its standard GeneChip
System to custom services. It recently announced a high throughput
microarray prototype that contains 96 individual arrays mounted onto a
single plate. “Each array contains the same genomic information as our
original human genome U133 arrays, but in approximately a five times
smaller surface area,” Fodor reports. “Soon each array on the 96-array

1484

>> advances in: Biochips

Science’s GetInfo – products and more > science.labvelocity.com

special advertising section

GetInfo – Improved online 
reader service!

Search more easily for Science advertisers and their products.
Do all your product research at – science.labvelocity.com

Visit http://www.science-benchtop.org to find this article
as well as past special advertising sections.

NEW!

Zinio
page=1484

http://science.labvelocity.com
http://science.labvelocity.com
http://www.science-benchtop.org


plate will contain over 1.4 million probes, able to measure the expression
of approximately 40,000 human transcripts.”

NimbleGen has developed maskless photolithographic technology
that gives users more opportunity to adapt and reprogram their microar-
rays to their needs. “The Affymetrix system is good for high-volume print-
ing runs, like making a newspaper,” explains NimbleGen’s Green. “Ours
is more akin to using your laser printer to print reports that you’ve just
written. The main benefit of our approach is that customers get to tailor
the arrays to their experimental needs rather than vice versa – designing
experiments to fit the arrays. Customers can design their arrays to answer
their questions. Once they realize that, they start thinking about projects
they never thought about before.”

HITTING THE SPOT
The alternative to photolithographic methodology requires vendors or
users to spot complementary DNA (cDNA) – produced from messenger
RNA using the reverse transcriptase polymerase chain reaction – onto
chips. Scientists who want to do their own spotting must first prepare
their cDNA. To help them, companies such as Ambion, BD
Biosciences Clontech, and Promega offer reagents and kits for iso-
lating and purifying DNA and RNA. GE Healthcare, Mirus Bio, and
Roche Applied Science have kits for labeling nucleic acid samples for
fluorescent detection.

Users have a choice of approaches for spotting. The most common
methods involve solid or split metal pins. Dipped into wells containing
the DNA samples of interest, each of a set of pins picks up a small amount
of the DNA, which it drops onto the chip’s surface. “Solid pins have the
advantage that, if you work with viscous substances like proteins, you
don’t have to worry about blockage,” Genomic Solutions’ Clarke says.
“With split pins you can do several hundred spots with the same intake
of substance.” Suppliers such as GE Healthcare and Hitachi Genetic
Systems/MiraiBio produce spotting robots for use with both types of
pin. Genomic Solutions is launching a suite of products for the protein
arraying market to address the requirements of these new protein print-
ing applications.

The other main spotting technique, based on inkjet technology adapt-
ed from the printer industry, eliminates cross contamination of

nucleotides by using separate print heads for each base. “There are two
types of inkjet: solenoid valve and piezo-electric,” Clarke says. “Both are
relatively expensive, and you have to be very specific with your buffer set
and to calibrate your surface very carefully. Solenoid technology delivers
large spots, usually in the 20 nanoliter range, and is volumetrically con-
trolled. Piezo delivers a very small spot, but you need tighter control.”
Companies such as Arrayjet, GenHunter, Genomic Solutions, and
PerkinElmer Life Sciences use inkjet technology.

Some researchers prefer to produce their own DNA chips in their labo-
ratories. For these do-it-yourselfers, who often lack the engineering
expertise required to develop their own robotic systems and software,
several companies focus on user-friendliness. “We offer very comprehen-
sive training packages,” Clarke says. “And we help our customers to
develop solutions to their arraying needs even before the purchase. We
also work with third parties on applications of our products.”

LABELING, SCANNING, AND INTERPRETATION
The detection method that scientists use with DNA chips depends on the
type of label they choose for their experiments. Fluorescence labeling,
offered by Affymetrix, Genomic Solutions, Invitrogen, Molecular Devices,
and other suppliers, has proved markedly more popular than the alter-
natives. “There have been radioactive tags, but I don’t see any significant
switch away from fluorescent labeling,” says Pickett of Molecular Devices.
However, Eppendorf will soon introduce a colorimetric method. “It’s
cheaper and easy to use,” Müller-Ibeler explains. “You can incorporate it
into your lab as a full system.”

To detect fluorescent labels, researchers use confocal laser scanners
tailored for use with DNA microarrays. “We make continuing gradual
improvements to all aspects of our family of four GenePix scanners and
GenePix Pro and Acuity software,” Pickett says. “Changes in the level of
automation and the precision of spot handling have made automated
analysis possible and robust.” Genomic Solutions supplies high-resolu-
tion, auto-focusing semi-confocal array readers that allow researchers to
read arrays on uneven surfaces without having to worry about the best
parameters to choose.

Invitrogen provides kits that help scientists handle fluorescence scan-
ning from soup to nuts. “We have worked hard on improving repro-
ducibility and accuracy in sample labeling to introduce more standardi-
zation in this portion of the workflow,” Price says. Adds group leader Kate
Rhodes: “Our SuperScript Plus kits have our superscript enzyme, very
streamlined and simple protocols, including low elution volume purifica-
tion, and very well matched fluor dyes to generate more true positives
with greater accuracy.”

The need for automated analysis stems from the huge volumes of data
created by DNA microarrays with thousands of samples or spots. To avoid
bottlenecks in storing and analyzing the data, some researchers start out
by performing array experiments with the Affymetrix-style comprehensive
chips and then downsize their efforts to focus on a specific family of
genes. Suppliers such as Affymetrix, Lion Biosciences, Molecular
Devices, Spotfire, and Silicon Genetics produce software packages for
analyzing and interpreting data from DNA microarrays. Invitrogen offers
its Vector Xpression software package for microarray m o r e > > >
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market this year,” Müller-Ibeler says. In a collaboration with European
Union institutes, the company is also developing a microarray system for
diagnosing the safety of foods, most notably genetically modified organ-
isms (GMOs). “It will come onto the market in the first half of this year,”
Müller-Ibeler says. “It will contain the most important features of the
GMOs accepted in the European Union.”

Applications in medicine and food safety represent only a start for
microarray technology. The future plainly holds more advances in the
design, function, utility, and additional applications of DNA microarrays.

Peter Gwynne (pgwynne767@aol.com) is a freelance science writer based on Cape Cod,

Massachusetts, U.S.A. Gary Heebner (gheebner@cell-associates.com) is a marketing

consultant with Cell Associates in St. Louis, Missouri, U.S.A.

analysis. “It probably has more complete ability to do statistical analy-
sis,” Price says. “We’ll probably focus less on it as a stand-alone effort
and use it more as a component of our platform technologies, built into
web based solutions.”

ABUNDANCE OF APPLICATIONS
New applications of DNA microarrays abound. Perhaps the most far
reaching involve medical sleuthing.

Two decades of research has shown an etiological relationship
between certain human papillomaviruses (HPVs) and many cases of cer-
vical cancer. Greiner Bio-One will introduce its PapilloCheck DNA microar-
ray that types 24 HPVs. “It has much greater resolution than the present
test systems,” Stappert says. “With the current tests’, you can only prove
high risk or low risk. With our genotyping, you
can get the details.” The company plans to
launch the system in Europe in summer or fall,
and in the United States once the U.S. Food
and Drug Administration approves it.

Affymetrix has contributed to an effort to
discover a mutation that had eluded
researchers for decades. Scientists at the
Translational Genomics Research Center
and the Clinic for Special Children used
the company’s mapping 10K arrays to discover
the first gene linked to a form of sudden infant
death syndrome. The research team used the
arrays, each of which genotypes 10,000 single
nucleotide polymorphisms, to analyze the DNA
of just four infants and their family members.
“Within five days,” Fodor says, “the group
identified the mutation that had so tragically
affected certain Amish families.”

Microarraying has also emerged in clinical
trials. In a recent phase 3 trial, expression pro-
files helped researchers at Novartis
Pharmaceuticals to predict that the compa-
ny’s Gleevec drug had a low probability of suc-
cess in treating chronic myelogenous
leukemia. And in a phase 2 trial, researchers
at the Dana-Farber Cancer Research
Institute applying Affymetrix’s GeneChip
arrays to myeloma patients treated with 
the Millennium Pharmaceuticals drug
Velcade discovered a pattern of 30 genes that
correlates with response or lack of response to
the therapy.

FROM CANCER TO FOOD SAFETY
Eppendorf offers gene expression arrays,
which it calls DualChips, for several condi-
tions, including cancer, aging, and apoptosis.
“And an inflammation array will come on the
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