










Melting Metal Monolayers 
Detailed information on the electronic properties of liquids 
and amorphous metals is difficult to come by because the lack of
long-range order in these materials limits the usefulness of 
most usual experimental
probes. Baumberger et al.
(p. 2221, published online
25 November 2004; see
the Perspective by Petroff)
get around the lack of
long-range order by looking
at a monolayer of lead de-
posited on a copper sub-
strate. As the temperature
is raised through the melt-
ing point of the lead layer,
the underlying order of the
copper substrate provides a
surrogate for the energy
and momentum informa-
tion lost in the liquid lead
thin film and allows the
changes in the electronic
density of states to be fol-
lowed as the metal melts.

Microbial Activities
of the Deep
Although deep subter-
ranean bacterial biota have
very low metabolic rates,
their metabolism is highly
significant on a global
scale. Submarine sediment depth-profile data from the Ocean
Drilling Project have provided insight into electron acceptors for
bacterial respiration, including sulfate, nitrate, and oxidized iron, as
well as their metabolic end products, such as sulfide and methane.
D’Hondt et al. (p. 2216; see the Perspective by DeLong) used
these data to estimate microbial activities deep in the sediments.
The expected stratifications were upset by intrusions of oxidized
compounds, such as nitrate and sulfate from the basaltic aquifer.

Seek, Sense, and Destroy
Highly virulent enterococcal strains possess a pathogenicity island
within their genome that encodes, among other traits, a cytolytic
toxin that uses a quorum-sensing mechanism to affect autoinduc-
tion. Coburn et al. (p. 2270; see
the Perspective by Garsin) show
that the bacterium actively se-
cretes two components, an auto-
inducer and an anti-autoinducer.
In the absence of target cells,
these two interact and prevent
the autoinducer from feeding
back to induce high-level expres-
sion of the cytolysin. In the pres-
ence of the target cell, however,

the anti-autoinducer binds to the target cell and allows the autoin-
ducer to accumulate to the threshold level required for quorum in-
duction of the cytolysin operon. The anti-autoinducer is itself a
toxin component and effectively tags the target for destruction.

Organics on Jovian Orbiters
Amalthea and Thebe are small and irregular-
ly shaped satellites of Jupiter that orbit very
near the planet. Takato et al. (p. 2224) ob-

tained infrared spectra of the satellites
from the Subaru and Infrared Telescope

Facility on Hawaii. The spectra show the
presence of hydrous minerals or organic

materials on the surface of
Amalthea. Such materials could
not have survived if the satellites

formed from the circumjovian
nebula, so these satellites

probably are leftovers or rem-
nants of the organic-rich build-

ing blocks from which the jovian
system was formed.

Complex Cell Walls
Plant cell walls, which serve as structural

support for individual plant cells and ultimate-
ly for the plant as a whole, are constructed
under the direction of perhaps as many as
1000 different genes. However, these cell
walls have many other functions. Analysis
from a systems approach, reviewed by
Somerville et al. (p. 2206), promises new in-

sight into the complex functions of cell walls, which include regu-
lating growth, development, responses to pathogens, and signaling.

The Proteins Came in 
Three by Three
Maps of protein interaction networks provide a kind of blueprint of
cellular functions. Comparing the presence or absence of a pair of
proteins in various species can provide clues to functional associa-
tions in such networks. Bowers et al. (p. 2246) take such logic a
step further and examine the presence of groups of three proteins
in 67 sequenced genomes. A search for logical relationships be-
tween the three (for example, A is present only if B and C are also
present) revealed 750,000 new relationships between protein fami-
ly members. These and higher-order logic relationships may be use-
ful in modeling, engineering, and understanding biological systems.

Of Migrations and Moltings
Greater insights into the details of bird migration requires following
and sampling individual birds. Using stable isotopes from feather
samples, Norris et al. (p. 2249; see the cover and the Perspective by
Hill) show that American redstarts migrating from Canada to the
tropics adopt a strategy of molting during migration, which results in
the overlap of two energetically costly activities of the annual cycle.
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Diversity with Less Competition
Species diversity has recovered from some
mass extinctions rapidly, within 1 million
years or so. However, mass ex-
tinctions may also greatly ef-
fect ecosystems by altering
interactions among species,
and these effects may be
more long lasting and cryp-
tic. Dietl et al. (p. 2229) exam-
ined the effects of a late
Pliocene extinction (about 3
million years ago) on the feed-
ing behavior of marine snails. In
an experiment, they show that snails,
when competing with other snails or fac-
ing predation themselves, attack bivalves
on their shell edge. When isolated, how-
ever, they attack through the cell
wall—a slower but safer feeding ap-
proach. The fossil record records many
edge attacks prior to the extinction, but
exclusively shell-wall feeding afterward, a
pattern that continues to today. Although diversity
recovered promptly, the level of competition did not.
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A tradeoff was observed between molting during migration versus the timing and amount
of parental care adults provide during the previous breeding season. Thus, events during a
short period of the annual cycle can produce lasting effects on a migratory animal.

Phosphoryl Moiety Closes the Hatch
The calcium-dependent adenosine triphosphatase (ATPase) of the sarcoplasmic reticulum is
one of the best studied ion pumps, and the structural description of two of the intermediate
states in the reaction cycle helped to define the calcium ion binding sites within the trans-
membrane region of the enzyme.A recent series of crystal structures of the enzyme trapped
at other stages in the reaction cycle is now capped by Olesen et al. (p. 2251), who identify
the binding sites for the counter-transported protons.They also found that phosphoryl trans-
fer from ATP to the enzyme closes the entry hatch to the calcium-binding site and that the
release of adenosine diphosphate opens the exit hatch and allows the exchange of calcium
for protons. Phosphoryl transfer from the enzyme to water and closes the exit hatch. Finally,
release of phosphate opens the entry hatch and allows the exchange of protons for calcium.

Hedgehog, Smoothened, and β-Arrestin
Hedgehog (Hh) proteins carry signals that are essential for pat-
tern formation during vertebrate embryogenesis. Extracellular
Hh molecules bind to a receptor on the cell surface and activate
Smoothened, a membrane-spanning protein, which transmits
signals to the cell interior. β-arrestin proteins are inhibitors of G
protein–coupled receptor (GPCR) signaling and also promote
internalization and signaling by GPCRs. Chen et al. (p. 2257)
find that in mammalian cells, activated Smoothened molecules
preferentially associate with β-arrestin 2. Reducing levels of β-
arrestin 2 inhibited internalization of Smoothened. Further-
more, Wilbanks et al. (p. 2264) find that loss of β-arrestin 2 in
zebrafish causes developmental abnormalities similar to those
of mutants in the Hh signaling pathway. Overexpression of β-
arrestin 2 could partially rescue some defects in embryos with
deficient Hh signaling, and loss of β-arrestin 2 decreased ex-
pression of Hh-responsive genes. Together, the findings provide

insight into the roles of β-arrestin 2 during development and the mechanisms by which Hh
signaling influences developmental processes from embryogenesis to cancer.

Role of Transcription Factors in Neural Development
Neural development is often thought to be a matter of axons finding the right connections.
Gray et al. (p. 2255) highlight the importance of transcription in regulating neural develop-
ment.Analysis of the mouse genome revealed more than 1000 genes that encode transcrip-
tion factors. In situ hybridization studies further revealed that more than 300 transcription
factors were differentially expressed in the central nervous system during development.

Regenerating Beta Cells in Vitro 
The islets of Langerhans contain the insulin-producing β cells that must be replenished
throughout life. Gershengorn et al. (p. 2261, published online 25 November 2004) show
that in vitro mature β cells proliferate poorly. However, given the right circumstances, they
can dedifferentiate into a mesenchymal cell type that can proliferate better but fail to
produce insulin. These proliferating cells can then be induced to redifferentiate into in-
sulin-producing β cells, which would be useful in β-cell replacement therapies for diabetes.

A Human Transcriptome 
Elucidating the transcribed regions of the genome constitutes a fundamental aspect of
human biology. Bertone et al. (p. 2242, published online 11 November 2004) designed
and used a genome-wide high-resolution tiling array to develop a transcription map for
human liver. The approach validated many known and putative genes, and in addition,
more than 10,000 novel transcribed regions were identified across the genome.
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W
hen you rush, you make mistakes. The recently passed U.S. budget for fiscal year (FY)
2005, finalized in a scurry to complete the congressional lame duck session, did more
than just shortchange science. Perhaps worse, it sent a dangerous message that will
reverberate throughout the global science and technology enterprise for a long time to
come. Although homeland security and defense did receive notable increases in funding,
the National Science Foundation (NSF) and the Environmental Protection Agency

actually had their funding reduced from FY 2004 levels (Science, 3 December 2004, p. 1662). Other agencies
received flat budgets or increases below the level of inflation. This is the third decrease for NSF research funding
in its over-50-year history, a decrease that comes, embarrassingly, in the wake of a resolution passed in 2001 to
double the NSF budget over the next 5 years. What was Congress thinking?

Lest we think this is a one-year alarming incident, analysis by the American Association for the Advancement
of Science (AAAS) of the Bush administration’s budget projections show the purchasing power of R&D
investments declining over the next 5 years in all areas except homeland security,
defense, and space (http://www.aaas.org/spp/rd/guioutyr.htm).

This bad news comes at a time when science, already deeply embedded in
modern life, will become increasingly vital to America’s future prosperity and its
competitive position in the world. Moreover, because science is increasingly global
in character, decreased NSF support, so critical to much international collaboration,
has implications for science that reach well beyond the United States. 

The decrease in NSF funding will not only hurt basic science research programs
but will seriously hamper efforts to improve science education, in which NSF plays
a key role. Decreased science education funding is coming at a time when young
people need greater science literacy to live full lives and when the United States
increasingly needs a well-educated technical workforce to keep its industries
onshore and competitive. 

NIH-supported biomedical scientists may experience temporary relief, but
their increase is below the rate of inflation. Moreover, the NSF cut leaves the increasingly interdisciplinary life
sciences portfolio seriously unbalanced through its reduced support for mathematics, physics, and chemistry.

What to do? At a recent postelection forum sponsored by AAAS and Research! America, former Congressmen
John Porter and Paul Rogers both emphasized the need for the research community to build stronger partnerships
with its beneficiaries and patrons in the public. They particularly urged alliances with leaders in industry. Making
the case for the support of science in partnership with those who will use our products to advance the public
welfare strengthens it. Scientifically sympathetic members of Congress advise us again and again that messages
from constituents about the importance of science have more political leverage than the occasional scientists
who come to testify. 

Reaching out to the public is not a strong tradition for the science community, perhaps because we may think
that nonscientists cannot understand our work. We’re wrong about that. As evidenced by the extent and high
quality of science coverage in many national and local newspapers, the general public is excited when we share
the thrill of scientific discovery. 

Congressmen Vernon Ehlers (R-MI) and Rush Holt (D-NJ), two scientists currently in the U.S. Congress,
frequently remind us that we really need grassroots support. Many of us have given talks to local clubs and
lodges about scientific work and what it means. When we visit local schools, students and their parents can
get a sense of the excitement of what we do. Alliances with leaders in local industry have a special kind of
leverage, and science/industry partnerships can convince government representatives of the need to support science
and its use for the benefit of society at large. Some 50 new members of the U.S. House and Senate give us a great
opportunity to educate the national leaders of the future. Rather than lamenting our fate, we can mobilize our
natural allies—the people we serve—to convince our policymakers not to make the same mistakes again. 

Alan I. Leshner
Chief Executive Officer, AAAS

Executive Publisher, Science

10.1126/science.1108749

A Dangerous Signal to Science
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E V O L U T I O N

Of Mice . . .

Murid rodents are only one of
the approximately 146 families
of mammals, yet comprise
nearly one-third of all 
mammalian species.A robust
phylogeny would provide the
framework for understanding
their evolutionary success 
as well as their roles as model
organisms in biomedical 
research and as hosts and vec-
tors of human pathogens.
Steppan et al. present analyses
based on sequences from 53
genera of four nuclear genes
(GHR,BRCA1,RAG1, and c-myc),
which yield nearly identical
phylogenies.Taken together,
these resolve most relation-
ships among the 16 subfamilies
and identify four distinct 
explosive radiations. One 
occurred when the ancestor of
most Sigmodontinae 
colonized South America;
another as the Murinae (Old
World mice and rats) expanded
their range from Southeast
Asia across Asia and Africa.The
results also suggest that—
through the attribution of fos-

sil calibrations to the wrong
nodes and the neglect of rate
heterogeneity—nearly all past
applications of a molecular
clock calibrated using the
mouse/rat divergence have
overestimated dates (that is,
placed them too far back in
time) by 20 to 50%. — SJS

Syst. Biol. 53, 533 (2004).

N A N O T E C H N O L O G Y

Ingesting Nanotubes

One concern in nanotechnology
is that the uptake and fate of
nanomaterials in cells may
differ from those of larger
micrometer-scale particles.
Two groups have imaged
the uptake of carbon nano-
tubes into mammalian
cells. Cherukuri et al.
incubated single-walled 
carbon nanotubes
(SWNTs, about 1 nm in
diameter and 1 µm in
length) solubilized in
Pluronic surfactant with
cultured mouse peritoneal
macrophage-like cells.
Using near-infrared fluo-
rescence imaging, they
found that the

macrophages ingested the
SWNTs and apparently 
localized them in phagocytic
compartments, without signs
of acute toxicity. Monteiro-
Riviere et al. looked at the
uptake of multiwalled carbon
nanotubes (MWNTs) by 
cultured human epidermal
keratinocytes. Although most
of the MWNTs, which were
not modified after growth on
silicon wafers, did not interact
with the cells, enough did that
84% of the cells took up
MWNTs after 48 hours of 
exposure at 0.4 mg/ml. After
24 hours at this concentration,

the percentage of viable cells
decreased by 30%, and trans-
mission electron microscopy
revealed MWNTs (some
almost 4 mm in length)
within cytoplasmic vacuoles
in 60% of the cells. Although
these cultured keratinocytes 
lack the protective stratum
corneum of human skin, these
results indicate that further
studies of carbon nanotube
exposure risks are in order.

— PDS
J. Am. Chem. Soc. 126, 15638 
(2004); Toxicol.Lett.10.1016/

j.toxlet.2004.11.004

P S Y C H O L O G Y

Individual Differences

Neuroimaging has begun to
map specific patterns of brain
activity associated with cogni-
tive functions.The usual statis-
tical analysis of these rather
large data sets relies on having
about a dozen subjects and
looking for consistent neu-
ronal activations, but an
increasing interest in how per-
sonality traits and mood states
might influence responses has
led to looking at activations
across subjects.

Canli et al. used the emo-
tional Stroop interference
task to show that negative
words elicited greater activation
of the anterior cingulate 
region, which is known to be
involved in processing cogni-
tive/emotional stimuli, with
greater negative mood of the
subject; whereas activation
due to positive words corre-
lated with higher scores for
the trait of extraversion. This
dissociation might plausibly
be interpreted as reflecting 
a greater susceptibility to 
being distracted by negative
interfering stimuli while in a
negative frame of mind and,
conversely, being more recep-
tive to positive stimuli if one
is inherently an outgoing
sort. Kumari et al. have used
the n-back task to show that
with increasing cognitive
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Micrograph of MWNT within a 
keratinocyte vacuole.

N E U R O S C I E N C E

Limits to Growth

Plasticity in neurons is regulated, in part, by the degradation of specific proteins at synapses.
Actively dividing cells rely on ubiquitin-dependent degradation to regulate the transitions
through the phases of the cell cycle. Van Roessel et al. find that a key enzyme involved in the
latter process, the anaphase-promoting complex (APC), plays a role in controlling synaptic size
and plasticity. [APC has also been linked to axonal growth and patterning (Konishi et al.
Reports, 13 February 2004, p. 1026).] In Drosophila, APC subunits are found at neuromuscular
synapses, and when APC levels were reduced, the synaptic boutons of motor neurons increased

in size because of the action of the
protein Liprin-α, which is a substrate
for APC-stimulated ubiquitinylation
and degradation. Furthermore, mus-
cles lacking APC displayed altered
synaptic transmission, and the post-
synaptic levels of glutamate recep-
tor were increased. These pre- and
postsynaptic functions of APC may
explain why a cell cycle regulator is
expressed in differentiated postmi-
totic cells. — SMH

Cell 119, 707 (2004).

APC (red) localizes to neuromuscular synapses 
(green and blue).

Published by AAAS
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demands, activation in the anterior 
cingulate increased in all subjects, but
much more so for the ones who scored
as extroverts, consistent with them
being less aroused or anxious at rest and
hence having to mobilize more cognitive
resources to perform at the same level.

— GJC 
Behav. Neurosci. 118, 897 (2004); J. Neurosci. 24, 10636

(2004).

C H E M I S T RY

Salting in Nanotubes

Single-walled carbon nanotubes (SWNTs)
are of interest because of their outstanding
mechanical and electrical properties, and
the tendency of SWNTs to aggregate into
bundles has been overcome by modifying
them chemically, dissolving them in 
superacids, or by sonicating them with the
addition of surfactants or polymers.
Unfortunately, all of these methods are
based on an intercalating mediator that
prevents the strong sidewall van der Waals
forces from reaggregating the tubes,
and many of these methods cut or 
damage the tubes.

Pénicaud et al. show that SWNTs can
be reduced using alkali metals to form
polyelectrolyte salts that dissolve 
in aprotic polar organic solvents such
as dimethyl sulfoxide. Elemental
analysis indicated that the
metals removed one negative
charge for every 10 carbon
atoms; however, only one
of five charges was dissoci-
ated, whereas the others 
were balanced by the con-
densation of alkali
cations. The nanotube
polyelectrolyte 
solutions appear to 
be stable indefinitely,
although they need to
be kept under an inert
atmosphere because the
reduced SWNTs are 
sensitive to air. — MSL

J. Am. Chem. Soc. 10.1021/ja0443373 (2004).

M O L E C U L A R  B I O L O G Y

Making a Copy of a Copy

MicroRNAs (miRNAs) are small noncoding
RNAs that are complementary to their
targets and are encoded in the genomes
of most plants and animals as self-
complementary fold-back precursors, which
undergo processing into ~21-nucleotide
(nt) effector species.The fold-back structure
of miRNA precursors suggests that miRNA
genes may have evolved from inverted

duplications of their target genes, and
Allen et al. explore this possibility 
in Arabidopsis. If miRNAs arose in this
manner, they should have regions of 
homology extending beyond the ~21-nt
complementary core. Of the 91 miRNA
loci used to search the Arabidopsis
genome, only miR161 and miR163
showed extended sequence similarity 
to their target genes and to closely related
family members. Unlike other miRNA
multigene families, miR161 and miR163
are represented by single genes and are
not found outside Arabidopsis, supporting
the idea that they might be evolutionarily
recent additions. Potential evolutionary
intermediates of miRNAs were also 
identified; one of these loci is located
close to its putative targets, as are miR161
and miR163, and phlyogenetic analysis
indicates that all three are related to their
targets. — GR

Nature Genet. 36, 1282 (2004).

E V O L U T I O N

. . . and Men

Fossil and molecular evidence have
hitherto suggested that the cercopithe-
coids (Old-World monkeys) and homi-

noid (ape and human)
lineages diverged

around the
Oligocene/
Miocene bound-
ary, 23 to 25 
million years ago

(Ma). In a challenge
to the recentness of this
estimate, Steiper et al.
adopt a molecular

approach called quartet
analysis, which uses
sequence data from two

pairs of species from two
clades to assess divergence
dates with greater preci-
sion. For the hominoid
branch, chimpanzee and

human were chosen, and for the cercop-
ithecoids, baboon and macaque; the
divergence dates between the members
of each pair were calibrated from fossil
data. The resulting model suggests that
the hominoid/cercopithecoid diver-
gence took place in the Early Oligocene,
29 to 34.5 Ma. The implication of this
result is that several million years of
early hominoid history have yet to be
sampled paleontologically and that
Proconsul—hitherto considered the
earliest of all hominoids—may have
had earlier hominoid ancestors. — AMS

Proc. Natl. Acad. Sci. U.S.A. 101, 17021 (2004).
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W E B  L O G S

Sifting for Truth About
Global Warming

Frustrated by Web sites claiming to debunk global warming, sev-
eral scientists this month launched their own blog on the evi-
dence that humans are heating up the planet. Realclimate.org is
hosted by a public relations firm called Environmental Media Ser-
vices, but nine academic and government scientists write the
content, says co-organizer Gavin Schmidt of NASA (speaking in a
personal capacity). They hope to counter industry-supported
sites such as www.CO2science.org and www.junkscience.com,
where so-called experts “have a habit of seriously misquoting,dis-
torting, and outright manipulating data,” says Schmidt.

So far, the site has addressed topics such as why the heat gen-
erated by large cities (above, an infrared image of Atlanta) makes
only a minuscule contribution to surface warming and the flaws
in Michael Crichton’s latest novel, State of Fear, which dismisses
global warming as hype.Visitors can chime in, but comments are
screened before they’re posted.

www.realclimate.org

N E T  N E W S

HapMap Lifts Data Restrictions
A global project to map human genetic variation has fully
opened its data to the public.The International HapMap Consor-
tium is sequencing the DNA of 270 people from four populations
to map common patterns of mutations (Science, 21 November
2003, p. 1305). Because of concerns that someone might try to
patent the data, the project had required users downloading
results on individuals to sign a nonexclusive license agreement.
But enough human variation information is now publicly avail-
able that patenting is no longer a worry, organizers say. The
removal of restrictions now means other genome databases,
such as Ensembl, can fold HapMap findings into their sites.

www.hapmap.org
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Genes on the Brain
Researchers are just beginning to decipher how differences in
gene activity allow different parts of the brain to recall memories,
sense pain, move limbs, and carry out other jobs.A new atlas aims
to provide a picture of gene expression throughout the brain for
the most common lab mouse strain. The ambitious project—
aimed at neuroscientists, drug designers, behavioral geneticists,
and other experts—is one of the first fruits of the Seattle,
Washington–based Allen Institute for Brain Science, launched last
year with seed money from Microsoft co-founder Paul Allen 
(Science, 19 September 2003, p. 1642). This month’s initial data
release consists of brain slices  stained to indicate activity levels
of 2000 genes. Users can voyage through the brain slice by slice,
zooming in on particular cells and superimposing slices from dif-
ferent structures to compare expression patterns. The institute
plans to post results for the remaining 18,000 or so mouse genes
by the end of 2006.

www.brainatlas.org

S O F T W A R E

Genome Speed-Reading
A free program from the Broad Institute in 
Cambridge, Massachusetts, can help researchers
locate genes and determine their functions in
freshly sequenced genomes. Known as Argo, the
new software makes it easy to compare notations
about DNA landmarks, such as segments that might
code for a piece of a protein, identified by auto-
mated genome-parsing programs. Argo-nauts can
zoom in on these features and craft hypotheses
about how they mesh to form a working gene.
Another feature lets visitors analyze sequences from
different species side by side.

www.broad.mit.edu/annotation/argo

T O O L S

Cartography of Pollution
Wondering which factories have trimmed their
emissions of lead the most over the last
decade? Want to find out how much benzene
has been escaping from the refinery down the
road? Visit TOXMAP, a new site from the
National Library of Medicine that lets you chart
values from the Environmental Protection Agency’s
Toxics Release Inventory.The annual report tallies U.S.
emissions of some 650 hazardous chemicals into the air,water,and soil.Using
TOXMAP,you can pinpoint pollution sources or map up to 15 years of data to
identify emission trends. For example, this map (above) indicates release of
formaldehyde in 2002,compared to the average for the years 1987–2001.The
red triangles denote sources whose output climbed the most.

toxmap.nlm.nih.gov/toxmap/main/index.jsp

Send site suggestions to netwatch@aaas.org.Archive: www.sciencemag.org/netwatch

edited by Mitch Leslie
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A driver
for dog
evolution?

A long-sought
genetic
switch

Th is  We e k

Much to the dismay of AIDS researchers and
clinicians around the world, the Associated
Press (AP) ran a series last week that has
reignited debate about the safety of one of the
most heralded interventions in AIDS preven-
tion: use of the drug nevirapine to prevent
HIV transmission from an infected mother to
her infant. This treatment likely has spared
tens of thousands of children from the dis-
ease. Experts insist that,
although the drug is not prob-
lem-free and some irregulari-
ties occurred during one clini-
cal trial, nevirapine’s benefit
far outweighs the risks.

The AP stories focus on a
study in Uganda, which
revealed in September 1999
that a single dose of nevirapine
given to an HIV-infected
mother in labor and to her infant
could halve transmission rates.
The finding, later confirmed by
other studies, led to the wide-
spread use of this cheap, simple
intervention in poor countries.
The AP series alleges that offi-
cials at the National Institute of
Allergy and Infectious Diseases (NIAID),
which funded the so-called HIVNET 012
study, downplayed problems that surfaced in
2002, did not promptly communicate them to
the Food and Drug Administration (FDA) and
the White House, and steamrolled over con-
cerns of its staff, one of whom has gone to Con-
gress with charges of an alleged “cover-up.”

The study had “irregularities with record
keeping” at its headquarters in Kampala,
Uganda, acknowledges Clifford Lane,
NIAID’s deputy director. But he stresses that
“there has been nothing to refute the claims of
safety and efficacy with regard to single dose
nevirapine treatment to prevent the transmis-
sion from mother to infant.” And he worries
that “this particular news story may cause
people to stop using nevirapine, and infants
could be infected and die needlessly.” 

In the wake of the story, Rev. Jesse Jack-
son, a former U.S. Presidential candidate,
decried NIAID’s actions as “a crime against
humanity” and called for Congress to investi-

gate “this catastrophe.” In South Africa,
where President Thabo Mbeki’s government
has been criticized for its slow adoption of
nevirapine to prevent mother-to-child trans-
mission (MTCT), the political online publica-
tion ANC Today said the AP stories proved the
hesitation was “fully justified,” and it assailed
NIAID for using Africans as “guinea pigs.” 

Nonprofit organizations that provide nevi-

rapine to prevent maternal-infant transmission
in developing countries have struck back on
their websites. The Elizabeth Glaser Pediatric
AIDS Foundation in Los Angeles notes that
the drug has been used hundreds of thousands
times “without any significant toxicities for
mothers or babies.” A statement from Global
Strategies for HIV Intervention, based in San
Rafael, California, says six other MTCT 
studies confirm the safety and efficacy of
nevirapine and stresses that the problems at
the Ugandan site have been known for years.
“This is not new news,” says the statement.

In fact, Boehringer Ingelheim, the drug’s
manufacturer, first uncovered problems with
HIVNET 012, which involved 645 mother-
infant pairs. Nevirapine is an FDA approved
drug to treat HIV infection, but the Uganda
results led Boehringer to seek FDA endorse-
ment for its use in preventing MTCT, explains
principal investigator J. Brooks Jackson of
Johns Hopkins University, which collabo-
rated with researchers from Makerere Uni-

versity in Kampala. As part of the process,
Boehringer audited the Uganda site in Janu-
ary 2002 and discovered discrepancies in the
records. A Boehringer representative said the
audit turned up “a lot of pin pricks but no
show stoppers,’” recalls Jackson.

When advised of the problems later that
month, NIAID’s Division of AIDS should have
informed FDA within 3 days but did not. “That
was an error,” concedes Edmund Tramont,
who heads NIAID’s Division of AIDS and who
did not learn about the discrepancies until
March 2002. At that point NIAID informed
FDA, shut down the site for new studies, and
notified the public, triggering a flurry of press
coverage. NIAID also hired a contractor to

audit the site. That second audit revealed
serious unreported incidents, including
deaths and “thousands” of less serious
“adverse events.” Tramont’s worries were
assuaged when he learned that the unre-
ported deaths, which were not related to
the drug, had in fact been recorded, and
that the unreported adverse events were
also unrelated to the drug and involved
diseases like malaria and tuberculosis.

Because an initial review of the dis-
crepancies uncovered no safety issues,
NIAID officials say they saw no reason
to give the White House a detailed brief-
ing about their concerns. That June,
President George W. Bush announced a
$500 million program to prevent MTCT
in developing countries that would rely
heavily on nevirapine. The AP alleges

that NIAID “chose not to inform the White
House” about its internal concerns for fear of
“scuttling the use of nevirapine in Africa.”

Tramont sent over yet another audit team.
This third audit compared the hospital
records of 80 mother-infant pairs to the infor-
mation in the database—-a statistically sig-
nificant sample. It found discrepancies, but
they were relatively infrequent. In early April
2003, when NIAID was wrestling with
whether to reopen the Ugandan site for
research, NIAID’s Betsy Smith wrote a report
for FDA that sharply criticized the study’s
adverse event reporting. “Subject records on
site were of poor quality and below expected
standards of clinical research considered at
the forefront of medical research,” Smith
concluded. Tramont edited the report and
removed that detail and other critical aspects,
a move the AP reported led to “disbelief ”
among some staffers. Tramont says he made
the changes because he felt Smith relied too
heavily on the misleading second audit.

Allegations Raise Fears of Backlash
Against AIDS Prevention Strategy

H I V  T R A N S M I S S I O N
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Center of controversy. A shack on the grounds of Kampala’s Mulago
Hospital served as the HIVNET 012 trial site.
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Jonathan Fishbein, the NIAID staffer who
has gone public with his concerns, became
embroiled in what was then a backroom dis-
pute in July 2003, shortly after he was hired
by the Division of AIDS to improve clinical
trials. Fishbein wanted more time to review
the issues before allowing the Ugandan site to
reopen for new clinical studies, but Tramont
was impatient. “I want this restriction lifted
ASAP because the site is now the best in
Africa run by black Africans,” Tramont 

e-mailed Fishbein. “The site was shut down
for 15 months,” says Tramont. “It was stupid
and bureaucratic not to reopen it.” 

In February 2004, with office tensions
mounting, Fishbein received notice that he was
being terminated for “non-performance.” He
took complaints of what he viewed as his mis-
treatment and the scientific cover up to many
officials, including the head of the National
Institutes of Health (NIH). He also sought
whistleblower status. Although NIH will not

discuss Fishbein by name, deputy director
Raynard Kington says a research integrity 
officer reviewed what he called allegations of
“scientific misconduct” and determined they
were “erroneous.” NIH did ask the Institute of
Medicine to review the scientific issues sur-
rounding HIVNET 012, and that panel plans to
issue a report in March 2005. Meanwhile,
Fishbein says he is “not is disagreement” that
nevirapine saves lives. “My issue is not nevi-
rapine, but the process.” –JON COHEN
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A way to
sidestep
cloning
concerns?

Manifold
manifolds

The quark-
gluon plasma
puzzle

Foc u s

Management at the Stanford Linear Accelera-
tor Center (SLAC) routinely disregarded
safety regulations in order to keep the scien-
tific results coming. That’s the conclusion of a
Department of Energy (DOE) investigation
into a serious electrical accident this fall at
DOE’s high-energy physics facility in Menlo
Park, California (Science, 29 October, 
p. 788). The accident has led to
the indefinite shutdown of the
lab’s accelerators, causing SLAC
to lose ground to a Japanese labo-
ratory engaged in the same type
of research.

Released on 15 December, the
DOE accident report blasts SLAC
management for fostering a cul-
ture in which “unsafe conditions
have become a part of the every-
day way of doing business.”
SLAC spokesperson Neil Calder
says the lab will take its comeup-
pance and do what’s needed to fix
the problems. “The report is the
report,” says Calder. “We respect
that, and now we can use [the
report] as a means of going
ahead” to improve safety.

The 11 October accident
occurred when an electrician tried to install a
circuit breaker in a 480-volt power panel
without shutting off the electricity, a practice
known as hot work. The action presumably
was a timesaving step. A short caused an
explosion that set the electrician’s clothes on
fire. He suffered severe burns over 50% of his
body and was hospitalized for several weeks.
The accident automatically triggered the
inquiry by DOE’s Office of Environment,
Safety, and Health. The lab’s flagship PEP-II
particle collider and other accelerators had

been taken down for repairs and improve-
ments in July but were scheduled to resume
operations in mid-October.

Investigators found plenty of blame to go
around. There was no justif ication for
installing the breaker with the power on, they
concluded, and the SLAC field supervisor who
ordered the work had not obtained the required

hot work permit. The electrician, a contractor,
lacked the face shield, hood, fire-resistant
clothing, and insulated tools that would have
protected him. Moreover, according to the
report, local DOE officials had not been press-
ing the lab to follow its own safety regulations.

But investigators directed their harshest
criticism at laboratory management. “It
appears that SLAC has consistently placed
operations ahead of safety,” the report says.
Investigators found that hot work was rou-
tinely performed without permits, and that

management allowed such breaches of proto-
col in order to keep the lab’s accelerators run-
ning and the data flowing. “SLAC’s emphasis
on the scientific mission as a means to secure
funding from the [DOE] Office of Science
and compete with other laboratories reached
[the field supervisor’s] level as direction to
‘just get the job done,’ ’’ the report states.

SLAC’s main competitor
is the Japanese particle
physics laboratory KEK in
Tsukuba. Like SLAC, KEK
has a collider designed to
produce fleeting particles
called B mesons, which may
hold the key to understand-
ing the subtle differences
between matter and anti-
matter. In recent years KEK’s
collider has pumped out sig-
nificantly more B mesons
than SLAC’s (see graph).
SLAC researchers are still
competitive, says Sheldon
Stone, a physicist at Syracuse
University in New York, but
“it certainly doesn’t help that
they’re shut down.”

SLAC and local DOE
officials must draw up a corrective action
plan, to be submitted to DOE by early Febru-
ary. The lab’s accelerators won’t start up until
DOE is sure that the lab can operate safely,
says Milton Johnson, chief operating officer
for DOE’s Office of Science. “We’ll take
whatever time is necessary to assure that the
employees and workers are safe,” he says. In
the meantime, Stanford University, which
runs the lab for DOE, has convened its own
panel of experts to examine lab safety.

–ADRIAN CHO

Report Slams SLAC’s Safety Practices
H I G H - E N E R G Y  P H Y S I C S

Busy as Bs. SLAC’s BaBar detector is falling behind its Japanese counterpart in
spotting B mesons.
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Another COX-2 inhibitor is on the ropes. On 17
December, the National Cancer Institute (NCI)
halted a 2000-person clinical trial testing
whether Celebrex could inhibit colon polyps.
Hours later, two more cancer trials and an
Alzheimer’s trial testing Celebrex and Naproxen
were suspended by the scientists overseeing
them. In addition, dozens of
other trials involving the drug
were undergoing careful review
amid a flurry of conference
calls. As Science went to press,
the National Institutes of Health
(NIH) was trying to decide
whether to halt its Celebrex tri-
als—roughly 40 in all—and the
Food and Drug Administration
(FDA) was weighing whether to
pull Celebrex off the U.S. mar-
ket.

The scenario was strikingly
similar to what happened this
fall to Vioxx, a COX-2
inhibitor manufactured by
Merck. The company with-
drew the drug on 30 September
after a study of Vioxx’s effect
on colon polyps revealed a dou-
bling of heart attacks and strokes from the drug
after 18 months of use. That action triggered a
painstaking review of cardiac events in the NCI
study called Adenoma Prevention with Cele-
coxib (APC). Experts found a 2.5-fold increase
in heart attacks and strokes for those taking a
moderate dose of Celebrex, and a 3.4-fold
increase for those taking a high dose. As with

Vioxx, extended use of the drug seemed to cor-
relate with cardiac hazards: Volunteers were
taking Celebrex for an average of 33 months. 

Pfizer, the drug’s maker, is so far hesitant to
withdraw Celebrex. “The cardiovascular find-
ings ... are unexpected and not consistent” with
a comparable colon polyp study that Pfizer is

running, said Hank McKin-
nell, the company’s chairman
and chief executive officer, in a
statement. Pfizer has stopped
advertising Celebrex to con-
sumers, however. 

NIH director Elias Zer-
houni said in a hastily called
press conference last week
that for now, the agency is
leaving decisions about trial
suspension up to individual
investigators. But Zerhouni
ordered a review of all NIH-
funded studies of COX-2
inhibitors and requested that
researchers send out revised
informed consent forms to
participants. In addition to
cancer studies, NIH was fund-
ing a 2500-person trial of

whether Celebrex can prevent Alzheimer’s.
“It may not be possible to get these trials

done,” says Charles Geyer, director of med-
ical affairs for the National Surgical Adjuvant
Breast and Bowel Project (NSABP), a coop-
erative group funded by the NCI that runs
multi-center trials. NSABP has suspended its
two Celebrex studies while it reviews the

APC data. One study, slated to enroll 1200
people, is testing whether Celebrex can pre-
vent colon polyps; a second, slated to enroll
2700 women, is testing Celebrex as a treat-
ment for breast cancer.

“This is going to put a brick wall in the
field,” says Richard Goldberg of the University
of North Carolina, Chapel Hill, and the lead
investigator on the NSABP colon polyp trial.
“The COX-2 inhibitors have been an important
therapeutic approach.” In addition to its use for
arthritis pain, Celebrex is already approved to
reduce intestinal polyps in patients with famil-
ial adenomatous polyposis, a hereditary condi-
tion that leads to colon cancer. 

Although no published Celebrex study is
as extensive as the APC trial, many
researchers were taken aback by the APC
results. Historically, Celebrex has displayed
fewer problems than Vioxx, perhaps because
it targets the COX-2 enzyme less selectively.
“We were dismayed” by the APC findings,
says John Breitner, a psychiatrist at the VA
Puget Sound and the University of Washing-
ton in Seattle and the lead investigator on the
Alzheimer’s prevention trial. 

Another COX-2 inhibitor made by Pfizer,
Bextra, was also recently shown to cause
cardiovascular problems in high-risk patients.
That has added to concern about the whole
class of drugs, although it’s not clear if selective
blocking of COX-2 explains everything.  Scien-
tists may need to reconsider other mechanisms,
and whether long-term use of non-steroidal
anti-inflammatory drugs in general can cause
blood clotting. —JENNIFER COUZIN

Halt of Celebrex Study Threatens Drug's Future,Other Trials
C L I N I C A L  T R I A L S

Editing No Longer Infringes U.S.Trade Sanctions
Pushed into a legal corner, the U.S. Treasury
Department last week removed all restrictions
on editing manuscripts from authors in three
countries under a U.S. trade embargo. Pub-
lishers hailed the step by the department’s
Office of Foreign Assets Control (OFAC).
But some wondered why the same freedoms
were not extended to music, films, and other
forms of artistic expression, and others ques-
tioned whether the government should be
exerting any control at all.

Under the new ruling, U.S. citizens are no
longer required to seek a license from OFAC
for any transactions with individuals in Iran,
Cuba, and Sudan that “directly support the
publishing and marketing of manuscripts,
books, journals, and newspapers.” It overturns
two recent OFAC pronouncements that had
sparked intense protests from publishers and
led to a suit this fall by a coalition of organiza-

tions (Science, 1 October, p. 30). Iranian
human-rights activist and 2003 Nobel Peace
Prize winner Shirin Ebadi joined the lawsuit,
claiming suppression of her memoirs. 

“This is a true victory for the freedom of
the press,” says Marc Brodsky, executive
director of the American Institute of Physics,
which publishes 11 journals. “It’s unfortunate
that the bureaucracy couldn’t get itself organ-
ized to change the rules until we went to
court.” The plaintiffs have not yet decided
whether to drop the suit. 

OFAC denies that the ruling, which
applies to “academic and research institu-
tions and their personnel,” was a response
to the legal challenge. “OFAC’s previous
guidance was interpreted by some as dis-
couraging the publication of dissident
speech from within these oppressive
regimes. This is the opposite of what we

want,” says the Treasury’s Stuart Levey.
The 16 December statement may not be

enough to end the controversy, however.
Observers note that the new ruling retains
OFAC’s jurisdiction over publishing and also
prohibits U.S. citizens from collaborating on
manuscripts from government officials in the
embargoed countries. Representative Howard
Berman (D–CA), author of a 1988 amend-
ment to the trade sanctions law that exempts
informational materials, is unhappy that the
new ruling exempts only publishing. “Why
should it be OK for a publisher to commission
a book from an Iranian dissident but not for a
film studio to work with a Sudanese film-
maker?” he says. “The [decision] reflects the
fact that these regulations were a desperate
attempt to head off mounting legal and politi-
cal pressure.”

–YUDHIJIT BHATTACHARJEE

S C I E N T I F I C  P U B L I S H I N G

Heart-stopper. Celebrex’s side
effects led to suspended studies.
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Bush Dives into Oceans
Responding to calls from two blue-ribbon
panels for better coordination and more
resources, the White House last week cre-
ated a Cabinet-level committee to over-
see the management of U.S. marine
resources.

The new committee is part of a 40-
page action plan that addresses some of
the 200 recommendations from a con-
gressionally mandated commission,
headed by retired Adm. James Watkins,
that reported this fall (oceancommission.
gov) and an earlier report by the Pew
Oceans Commission
(http://www.pewoceans.org/oceans/
downloads/oceans_report.pdf).The multi-
agency body, coordinated by the White
House Council of Environmental Quality
(CEQ), has been asked to design a plan to
set ocean-related research priorities,
expand ocean buoy monitoring, fund new
research vessels, deal with depleted fish
stocks, protect coral reefs, and assess oil
and gas resources.

The plan is a step in the right direction,
says Lisa Speer of the Natural Resources
Defense Council in New York. “But it’s not
clear what they are going to be doing or
how quickly.”

—ELIZABETH PENNISI

Italy Hosts a Climate
Research Center
TRIESTE, ITALY— Italy will host a new Euro-
Mediterranean Center for Climate Change
Study (CMCC) to operate from the
National Institute for Geophysics and Vul-
canology (INGV) in Bologna, with head-
quarters and a dedicated supercomputer
at the University of Lecce. Officials made
the announcement during last week’s
meeting in Buenos Aires to review the
Kyoto Protocol, a global pact to reduce
carbon dioxide emissions.

The four Italian ministries that created
the center have pledged $36 million
through 2007. CMCC will coordinate
research on climate change and disaster
planning, complementing work in the
United States, the U.K., Germany, and
Japan. INGV currently concentrates on
climate simulations based on models of
the atmosphere’s circulation, the oceans,
the Mediterranean Sea, and marine ice.
“We aim to take this a step further,”
explains new CMCC head Antonio
Navarra, by coupling these models with
models of the earth’s biosphere, marine
ecosystems, and chemistry of the atmos-
phere to allow “simulations that are more
reliable and have higher resolution.”

–SUSAN BIGGIN

In the molecular biology equivalent of stub-
bing one’s toe on King Tut’s undiscovered
tomb, a team of scientists, to its great sur-
prise, has identified a genetic switch hunted
by biologists for decades. The switch,
buried deep inside a cell’s nucleus, is an
enzyme that chemically alters the protein
spools around which a cell’s DNA wraps.
The enzyme’s discovery, reported online
last week in Cell and in the 29 December
issue—along with related finds published
this fall—has scientists racing to find more
switches like it. The switches could reveal
much about how cells control gene activity
and illuminate cancer, multiple sclerosis,
and other diseases that may be spurred by
gene expression gone awry. 

“It’s the sort of thing that everybody
wanted to find,” says Tony Kouzarides, a
molecular biologist at the University of Cam-
bridge, U.K. In the last couple of years,
though, hope had faded. “The feeling,” says
Kouzarides, “was … that they didn’t exist.” 

The newly discovered enzyme acts upon
histones, the specialized proteins that

strands of DNA loop around in order for a
cell to condense its genetic material inside a
nucleus. Rather than inert spools, histones
are increasingly seen as active cogs in a cell’s
gene-regulation machinery. For example,
certain enzymes can add methyl groups to
tails that protrude from histones, which
turns genes either on or off. But biologists
couldn’t find enzymes that did the opposite,
leaving them wondering whether methyla-
tion was permanent. 

Although many biologists had searched
for these so-called histone demethylases,
Harvard molecular biologist Yang Shi wasn’t
one of them. Rather, his group had become
entranced by an unusual protein complex that
performs a dizzying array of functions in

cells. One component of the complex, an
enzyme found in species from yeast to peo-
ple, had an ability to quash gene expression
on its own. Trying to discern how it acted, Shi
and his colleagues spent a year ruling out
every viable option but histone demethyla-
tion, which they left for last in part because
few believed it existed. 

Eventually, the team conducted biochem-
istry experiments showing that the enzyme
demethylated a specific amino acid, a lysine,
on the tail of one kind of histone. Shi’s group
then used the technique of RNA interference
to reduce levels of the enzyme in human cells.
That led to methylation of various histones
and increased the expression of nearby genes.
This, says Shi, drove home that the enzyme,
dubbed lysine specif ic demethylase 1
(LSD1), represses specific genes by main-
taining unmethylated histones.

Other scientists are struck by the work. “It
opens up a whole new horizon,” says David
Allis, a molecular biologist at Rockefeller
University in New York City who has argued
for the existence of a “histone code” in which
methylation and other histone tail modifica-
tions control gene expression. A report pub-
lished this fall in Science by Allis and Scott
Coonrod at Cornell’s Weill Medical College
in New York City, and a separate paper pub-
lished at the same time in Cell by
Kouzarides’s team, offered the first hints that
cells could perform demethylation. The two
teams independently found that part of a
human protein could chemically transform
amino acids on a histone, demethylating them
in the process. But in those studies, demethy-
lation took place amid other chemical reac-
tions. Shi’s paper describes “true demethyla-
tion,” says Kouzarides. 

Questions to be explored now include how
demethylation is controlled and what role it
might play in diseases. “We just have to
understand what signals trigger this regula-
tion,” says Stéphane Richard, a molecular
biologist at McGill University in Montreal.
Kouzarides and others predict that additional
histone demethylases will be found. Some
may activate genes instead of repressing them
as LSD1 does, the researchers say.

Several diseases, in particular certain
leukemias and colon cancer, have been tenta-
tively linked to faulty methylation, so histone
demethylases could represent inviting drug
targets. Indeed, Shi has already filed for a
patent on LSD1, and Allis and a company
with which Kouzarides is affiliated have done
the same for their enzyme. 

–JENNIFER COUZIN

Long-Sought Enzyme Found, Revealing
New Gene Switch on Histones

M O L E C U L A R  B I O L O G Y
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Mission Accomplished. Scientists have 
finally found an enzyme acting as a histone 
demethylase.
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Evolutionary biologists like to go to exotic
places for their studies. For his graduate work
in evolutionary biology at the University of
Texas Southwestern Medical Center in Dal-
las, John Fondon III simply headed to the
local dog park. He wanted to sniff out DNA
changes that enabled canines to evolve
quickly into more than 100 breeds, and dog
parks were a good source for the DNA of
purebreds.

Armed with DNA from more than 100 dogs,
including their own, Fondon and his adviser
Harold Garner have now shown that slight dif-

ferences in the lengths of certain genes involved
in development can transform a collie nose into
a puglike one and even change the number of
toes in one breed. Furthermore, their study,
reported in the 28 December Proceedings of the
National Academy of Sciences, drives home the
potential evolutionary importance of repetitive
DNA sequences called tandem repeats.
Changes in the size of a tandem repeat within a
gene can alter the gene’s protein, making it work
more or less efficiently. “We think the value and
impact of these [repeats] on genetics and on
phenotype is very much underestimated,” says
Garner, a physicist. “They are resources in the
genome for things to rapidly evolve,” not just in
dogs but in other species as well. 

That provocative proposal has received
mixed reviews so far. Fondon and Garner have
yet to prove that differences in the lengths of
tandem repeats matter, says Robert Wayne, an
evolutionary biologist at the University of Cal-
ifornia, Los Angeles, but the concept intrigues
him. “Tandem repeats, generally regarded as
junk DNA, offer a novel mechanism for evolu-
tionary change,” agrees Wayne.

Fondon began to chase down tandem
repeats after a stint on the Human Genome
Project. These genetic stutters are sequences
of three or so DNA bases that are repeated
over and over again. No one knows for sure
what causes a particular stutter to double or
triple in number. But once multiple copies
exist, enzymes copying DNA can drop off
repeats or add extra copies.

With Garner, Fondon had come up with a
program to identify tandem repeats in the
human genome. “I was really dumbfounded [at]
the number and types of repeats coded in the
genes,” particularly developmental ones, Fon-
don recalls. Intrigued by the role these repeats
might have in evolution, he turned to dogs. Most
researchers assume that the DNA variation

underlying evo-
lutionary adap-
tations comes
about by single
base changes 
in a gene’s se-
quence. But
modern dogs
have changed

much faster than can be explained by
these so-called point mutations. 

So, using human and mouse genes
known to be involved in development as
probes, Fondon and Garner tracked
down 37 related canine genes and
sequenced the repetitive regions in each
one in 92 dog breeds. They initially
tapped their own pets for blood samples:
Fondon’s Labrador retriever, and Gar-

ner’s Weimaraner and Dalmatian. Next, Fon-
don headed to dog parks. He also tracked
down canine DNA samples from kennel clubs
and breeders he solicited on the Internet. Gar-
ner even persuaded one of the university’s key
donors to make an unusual gift: blood from
her three dogs. 

The 142 dogs tested diverged signif i-
cantly in the number of repeats in the various
development genes. To determine if these
tandem repeat varia-
tions translated into
physical differences,
i.e., altered pheno-
types, Fondon and
Garner used a high-
resolution laser scan-
ner that generated
three-dimensional
images of dog skulls.
A program that mor-
phed one breed’s skull
into another’s helped
quantify differences
between breeds. The
researchers then cor-
related the degree of

change with variations in repeat length and in
the ratios of different repeats. 

For example, the length of a breed’s snout
correlated directly with the number of repeats
in a gene called Runx-2. But there was a twist,
Garner notes. Runx-2’s tandem repeat con-
sists of two different three-base sequences,
randomly ordered along the length of the
repeat. If there’s more of one threesome rela-
tive to the other, that breed’s muzzle tends to
be longer and straighter.

The researchers found an intriguing con-
nection with another gene, Alx-4. Most dogs
have five toes on their hind legs, but members
of the Great Pyrenees breed tend to have six.
Knowing that Alx-4 causes mutant mice to
have an extra toe, Fondon checked that gene in
dogs. The tandem-repeat region of the six-toed
Great Pyrenees was 51 bases shorter than in
other breeds. In contrast, a five-toed Great
Pyrenees had the full complement of bases.

By comparing DNA and skulls of bull terri-
ers from the 1930s and now, Fondon and Gar-
ner may have seen evolution in action. The
older skull was less droopy, and DNA extracted
from it also had one more repeat in the Runx-2
gene than did the modern terrier’s gene. 

Sean Carroll from the University of Wis-
consin, Madison, worries that Fondon and
Garner overestimate the importance of tan-
dem repeats in typical evolution, noting that

dog owners have
bypassed natural
selection by breed-
ing for physical
character is t ics
without thought to
how the resulting
changes would
impact a dog’s sur-
vival in the wild.

Intensive breeding may
have prompted the ram-
pant changes in tandem
repeats, more so than
would occur under natural
conditions. But David
King, an evolutionary
biologist at Southern Illi-
nois University in Carbon-
dale, argues that it doesn’t
matter whether natural
selection or artif icial
breeding is at work—the
role of tandem repeats is
now clearly important:
“[Fondon and Garner]
have shown that tandem
repeats are effective for
fine-tuning evolution.”

–ELIZABETH PENNISI

A Ruff Theory of Evolution: Gene Stutters Drive Dog Shape 
GENET I C S

Snout slip. In 65 years,
changes in repetitive
DNA may have caused
the bull terrier’s nose to
point ever more down-
ward.

Less DNA, more toes.The sixth toe (x-ray) in Great Pyre-
nees seemed to arise when a key gene lost some bases.
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“Risky”Task Force Set
The oversight body of the National Sci-
ence Foundation (NSF) wants to help the
agency hit scientific home runs as well as
singles.

Last week the National Science Board
(NSB) approved creation of a Task Force
on Transformative Research to recom-
mend better ways for the $5.5 billion
agency to take a flier on high-risk but
potentially high-reward research. Its tar-
get is the inherently conservative bent of
NSF’s peer review process (Science,
8 October, p.220).

Nina Federoff, an NSB member and
plant biologist at Pennsylvania State Uni-
versity in State College, is expected to
chair the task force, which will include
outside scientists. Federoff foresees hold-
ing several workshops to obtain addi-
tional community input.

—JEFFREY MERVIS

Tauzin Takes Drug Industry Post
A battle with intestinal cancer has con-
vinced a retiring U.S. lawmaker to take a
lucrative job as a drug industry lobbyist
that he was up for earlier this year.

Representative Billy Tauzin (R-LA) was
rumored to be in line for the job as presi-
dent and CEO of the Pharmaceutical
Research and Manufacturers of America
(PhRMA) before critics said his role in
negotiating a new Medicare prescription
law posed a conflict of interest (Science,
6 February, 2004, p. 761).Tauzin, 61, said
he did not negotiate with PhRMA while
handling the drug bill, but that being a
patient for most of the year inspired him
to take the PhRMA job. He assumes the
post on 3 January.

–JOCELYN KAISER

Klein Heads Stem Cell Panel
The wealthy California real estate finan-
cier behind the $3 billion state stem cell
initiative has been appointed chairman of
the board that will administer the state’s
bold new research program.

Robert Klein II, who has a diabetic son,
is a great choice, says stem cell researcher
Evan Snyder of the Burnham Institute in
La Jolla. “He’s an enormously efficient
organizer [and] knows the ins and outs of
stem cell research,” he says.

The panel met for 2 days this month at
the west-coast offices of the National
Academy of Sciences to begin sketching
out the research institute created by the
passage of Proposition 71.The panel plans
four community forums next month.

—CONSTANCE HOLDEN

Singaporean students lead the world in
math and science, according to the latest
international comparison of student per-
formance. Educators say that the top
ranking, among elementary and middle
school students from as many as 49
countries, also demonstrates how a
nation’s commitment to excellence can
pay off fairly quickly.

The findings come from the 2003
Trends in Mathematics and Science
Study (TIMSS) released last week by
the International Association for the
Evaluation of Educational Achievement
(timss.bc.edu). Singapore had excelled
in two previous studies, but this time its
fourth graders rose from fifth to first place in
science after education officials revamped
the small island nation’s curriculum and
strengthened teacher training. “The lesson
here is that when you focus on a goal, you can
produce measurable results within a short
period of time,” says Patrick Gonzales, an
analyst with the U.S. National Center for
Education Statistics in
Washington, D.C. 

More than 360,000
fourth- and eighth-grade
students participated in
the 2003 study, taking
math and science tests
designed to assess both
knowledge and under-
standing and based on
common elements of the
various curricula (see
box). The survey’s top
tier has a decidedly Asian
flavor, with students
from Japan, Chinese
Taipei, and Hong Kong
ranking among the top
f ive countries in both
math and science at both
grade levels (see tables).
Most European countries
fall somewhere in the
middle, whereas most
Middle Eastern and
North African nations
lag. And although boys and girls have similar
scores in math at both levels in most coun-
tries, boys show significantly higher achieve-
ment than girls in eighth-grade science. 

For U.S. students, the results send a
mixed message. Eighth-graders did better in
both subjects, rising from 28th (of 41 coun-
tries) to 15th (of 46) in math and from 17th
in 1995 to 9th in science. But fourth-grade

students stayed in the middle of the pack in
math—12th out of 26 and 25 countries,
respectively, and lost ground in science, slip-
ping from 3rd to 6th place. 

The decline in fourth-grade science is a
result of less time spent on the subject,
argues the National Science Teachers’Asso-
ciation (NSTA). “We have been hearing
from many elementary teachers that they are

not teaching science
because of the increased
emphasis on literacy,”
says NSTA executive
director Gerald Wheeler.
“Science is essentially
being squeezed out of the
elementary classroom.”

One piece of good
news for U.S. educators
is a shrinking achieve-
ment gap between white
and minority students in
eighth-grade science.
But the survey highlights
the continued disparity in
achievement along eco-
nomic lines. Eighth-
graders in schools with
75% or more students
eligible for free or
reduced-price lunch, a
measure of poverty,
scored 110 points below
their peers in schools at
which fewer than 10% of

the students receive a subsidy, for example.
“Poor kids are held to lower standards than

more affluent kids,” says Jack Jennings,
director of the Center on Education Policy in
Washington, D.C. “We must bring higher
quality teaching and resources to the poorer
school districts.” 

The next TIMSS will be held in 2007. 
–YUDHIJIT BHATTACHARJEE

Singapore Leads, U.S. Lags in Science,
Math Student Achievement

E D U C AT I O N

Science Ranking for 
Selected Nations

Country Average Score
GRADE 8

Singapore 578 (-3)*
Chinese Taipei 571 --------
Korea 558 (+13)
Hong Kong 556 (+46)
Estonia 552 -------
Japan 552 (-2)
Hungary 543 (+6)
Netherlands 536 (-6)
United States 527 (+15)
Australia 527 (+13)

GRADE 4
Singapore 565 (+42)
Chinese Taipei 551 -------
Japan 543 (-10)
Hong Kong 542 (+35)
England 540 (+13)
United States 536 (-6)
Latvia 532 (+43)
Hungary 530 (+22)
Russian Federation 526 ------
Netherlands 525 (-5)
*change from 1995 score.
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Does your 8th grader know this?

The burning of fossil fuels has increased the 
carbon dioxide content of the atmosphere.
What is a possible effect that the increased
amount of carbon dioxide is likely to have on
our planet?

A warmer climate (correct answer)
A cooler climate
Lower relative humidity
More ozone in the atmosphere

Correct answers (selected countries):

Singapore: 83%
Japan: 80%

United States: 56%
Int'l average: 44%
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“There are a lot of ways to skin the cat
here,” says Robert Lanza of Advanced Cell
Technologies (ACT). In this case, the “cat”
is the challenge of devising new and genet-
ically tailor-made human stem cell lines
while bypassing the creation of an embryo.
Such an achievement would enable scien-
tists to sidestep the ethical debate that has
polarized the United States and triggered
governments around the world to become
involved to an unprecedented degree in
regulating research.

Last month, the President’s Council on
Bioethics heard two such proposals. One
would allow scientists to determine that
an embryo is nonviable before any cells
are taken from it; the second was a way to
jinx DNA before it is transferred into an
egg so that it could never develop into a
viable organism. Out of the political lime-
light, other researchers are working on
additional methods that might ease some
of the controversy over whether embryos
can be used to further potentially life-
saving medicine.

Although public opinion polls show
wide support for human embryonic stem
(ES) cell research, it’s likely that for some
time stem cell researchers will be con-
fronted with a patchwork of standards rang-
ing from the permissive policies in some
Asian countries to outright bans in Catholic
countries such as Ireland and Austria.

Many scientists feel that the possible
benefits from human ES cells for under-
standing and curing disease far outweigh
any ethical concerns about destroying a
week-old embryo. But some are deeply con-
flicted. And even those who are not hope for
new techniques that will be more effective
as well as less ethically problematic. To find
those, scientists are exploring various ways
to derive ES-like cells from an abundance
of early cell types. Ultimately, everyone
agrees, the Holy Grail of ES cell generation
resides in f inding a way to coax mature
body cells to “dedifferentiate”—make the

journey back to earlier, more plastic
stages—with no use of eggs or embryos.

But progress is slow. The ideas presented
last month are theoretical and have not yet
been tested in the lab. Although other
approaches have been tested, they have not
yet proven as efficient as the standard meth-

ods for deriving ES cells. And some of the
new ideas raise troubling ethical questions
of their own. Most important, some scien-
tists say, the field has a lot of work to do to
figure out exactly what ES cells are capable
of, and they worry that the new proposals
will divert attention or resources from that
effort. “Suggesting experiments for politi-
cal ends … is in itself simply another
obstruction,” says Stanford University stem
cell researcher Irving Weissman.

Not-quite-cloning
Physician and ethicist William Hurlbut of
Stanford is touting the jinxed DNA idea,

which he calls “altered nuclear transfer,” as
a comprehensive solution to the challenge
of creating new human embryonic cell lines
with specific genetic properties—the goal
of human nuclear transfer or research
cloning. By knocking out a key develop-
mental gene before transferring the nucleus
of a donor cell into an enucleated egg cell,
he says, one could create a reprogrammed
cell capable of forming ES cells but lacking
the signals needed to form an organized
embryo. No embryo created, he says, no
embryo destroyed.

But not everyone agrees, and Hurlbut’s
proposal is not, in fact, new. “These ideas
have been floating around for years,” he
acknowledges, although he takes credit for

“reframing the moral argument.” Cloning
and stem cell researcher José Cibelli, now at
Michigan State University in East Lansing,
filed for a patent on the technique in 2002,
when he still worked for ACT in Worcester,
Massachusetts. And developmental biolo-
gist Hans Schöler of the Max Planck Insti-
tute for Molecular Biomedicine in Münster, 
Germany, says he proposed the technique
independently in 2002 as a way around 
Germany’s embryo protection law. In a
slight variation, Schöler has suggested
injecting a snippet of RNA into the recipient
oocyte to block expression of key develop-
mental genes.

In the method patented by ACT and pro-
posed by Hurlbut, scientists would geneti-
cally alter the donor nucleus to block the
expression of a gene required for the proper
organization of the early embryo. The C
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Scientists and ethicists are taking a closer look at ways to create pluripotent human stem cells without involving
embryos. But how close are such ideas to reality?

A Technical Fix For an Ethical Bind?

News Focus

Idea man. Ethicist William Hurlbut is promoting
a worry-free way to clone.

“These ideas [for alterna-
tive nuclear transfer] have been
floating around for years. … I’ve
reframed the moral argument.”

–William Hurlbut, Stanford University
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resulting cell would lack the key organiza-
tional cues essential to form a fetus and
would likely differentiate into a random
assortment of cell types, not an embryo,
Hurlbut argues.

To date, the discussions have remained
theoretical. Weissman thinks the idea is rea-
sonable, but he has advised Hurlbut—who is
not a researcher—“on how hard it is to make
even reasonable ideas work.” Until someone
spends long hours in the lab testing the idea,
he says, he cannot take it seriously. 

But if Hurlbut or someone else could
develop an eff icient method, Weissman
says, “he would be doing the medical and
scientific world a great favor.” The presi-
dent’s bioethics group seemed to agree. And
Hurlbut says he got a thumbs-up from the
Archbishop of San Francisco, William 
J. Levada, who wrote President George 
W. Bush last summer commending the idea.

Many seem to have doubts about it. If
the knockout gene allows for several days of
relatively normal development, then it would
not solve the problem, says Richard Doer-
flinger of the National Council of Catholic
Bishops in Washington, D.C. “A short-lived
embryo is still an embryo.” “I think this is
an abuse of cloning technology,” says
Lanza of ACT—more troubling than
nuclear transfer itself. “It will be a sad day
when scientists use genetic manipulation
to deliberately create crippled embryos to
please the Church.” Cibelli concedes that
his team “debated about whether we
should file for a patent. We thought some
would see this as creating a defective
human for purposes of exploitation.”

Eggs alone?
Some researchers think that a type of dis-
ordered embryo created solely from an
unfertilized egg cell is a better option.
Researchers can trick an egg into dividing
with either chemical or electrical signals
that set off the same cascade as the penetra-
tion of a sperm does. The result is called a
parthenote. In some insects and reptiles,
parthenogenesis occurs naturally and can
produce live offspring. In mammals, how-
ever, the lack of genes from the father
invariably causes defects that kill the fetus
before birth.

A parthenote “is obviously not an
embryo,” says developmental biologist  Ann
Kiessling of the Bedford Stem Cell
Research Foundation in Somerville, Massa-
chusetts, who with her colleagues has been
working to derive pluripotent stem cells
from human parthenotes. The only mam-
malian parthenote—a mouse—that has
made it to term was the product of heavy

genetic intervention by her creators, she
notes (Science, 23 April, p. 501).

Kiessling and others also argue that
parthenogenesis may be more efficient than
nuclear transfer because “primate eggs
seem to activate pretty readily,” with
roughly 25% of them surviving to the blas-
tocyst stage—more than twice the success
rate reported this year by a Chinese group
using nuclear transfer (Science, 12 March,

p. 1669). So this approach could provide a
simpler way to get genetically tailored cell
lines both for studying and treating genetic
diseases—at least for women with viable
oocytes, she says. 

Reproductive biologist Karl Swann of
the University of Cardiff says he and his col-
leagues have found a chemical trigger that
seems especially powerful at sparking divi-
sion in oocytes—even those that have failed
to fertilize when exposed to sperm. This
could greatly add to egg availability, he
says, because fertility clinics dis-
card many thousands after they
fail a second attempt at fertil-
ization. Swann says he and
his team have achieved
reliable development to
the blastocyst stage, but
they have not yet derived
any cell lines. 

If cell lines from par-
thenotes can be developed,
says ACT’s Lanza, they would
offer another enormous benef it.
They have only one set of genes, he says,
which reduces the complexity of surface
proteins responsible for immune rejection.
Thus, he says, they would be ideal for stem
cell banking: “With a few hundred lines,
you could match the genetics of most of the
population”—a practical goal that could

never be reached with nuclear transfer
because “you would need millions and mil-
lions of eggs” to treat individual patients.

But Cibelli says that, contrary to
Lanza’s claims, the immunity issue has by
no means been resolved: “The big question
now is, will [cells from parthenotes] be rec-
ognized as cells or foreign tissue?” He and
his colleagues are trying to find out with
the ES-like cell line he derived at ACT in

2002 from a rhesus monkey parthenote—
the only primate line created that way so far
(Science, 1 February 2002, p. 779). George
Daley of Harvard University is also
intrigued but skeptical. He is using mice to
check on the “engraftability” of cells from
parthenotes, but he warns that the cells
might trigger rejection by the immune sys-
tem, which “not only recognizes foreign
[cells] but absence of self.”

Hurlbut says many scientists are unenthu-
siastic about parthenogenesis. It “is of

limited value because the genotypes
would be restricted to those of

fertile females, and it is hard to
be certain that these cells
would not carry genetic
abnormalities,” he says.

“Most of the scientists I talk to
really want nuclear transfer.”
Nor does this solution com-

pletely satisfy Catholic critics. “If
[parthenotes] are organized enough to make
a blastocyst, my concerns would still 
be there,” says Doerflinger. “The jury is 
out on what exactly a parthenote is, but 
I don’t think it’s been shown that it isn’t 
an embryo.”
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No daddy. Five-day-old human
parthenote.

The prize. Researchers hope pluripotent stem
cells will help cure disease.

Getting Around the Controversy
Ideas for embryo-free ways to derive human ES cells

Nuclear transfer with “jinxed” genes

Cell lines from parthenotes

Cell lines from "organismically 
dead" embryos

Cell lines from single cells from 
early embryos

Egg-free reprogramming of adult 
cells

�
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Exploiting defunct embryos
Donald Landry and Howard Zucker of
Columbia University in New York City
floated another proposal at the bioethics
meeting: using cells from more or less
defunct embryos. Up to 60% of the embryos
created for in vitro fertilization (IVF) treat-
ments are considered “nonviable,” meaning
development has been arrested, but individ-
ual cells are still functioning. Drawing an
analogy to brain death in human organ
donors, Landry and Zucker propose that
markers could be developed to determine
“organismic death” in embryos.

To test that idea, he and Zucker plan to
monitor several hundred embryos that
have stopped dividing. They will then
characterize the chemical and genetic sig-
natures of embryos that haven’t shown any
signs of development for 24 hours. Such
signals could be used to declare embryos
nonviable. “My expectation is that the
analogy to brain death and the harvesting
of organs will be so directly applicable …
that this will be seen properly as falling
within the guidelines of current federal
policy,” says Landry.

But Daley and others question whether
such embryos could really yield cell lines.
“We know the more intact the blastocyst,
the better the cells,” he says. Cibelli also
cautions that it  will  be “very hard to
determine” an embryo’s status—“we
don’t have an EEG machine we can plug
into the embryo.” What’s more, some
ethicists are skeptical about this one too.
Tadeusz Pacholczyk of the National
Catholic Bioethics Center in Philadel-
phia, Pennsylvania, says: “I’m not con-
vinced that an ar rested embryo is the
same as a dead embryo,” given the ability
of single cells from early embryos to form
entire organisms.

Snatching the single cell
Lanza, for one, is much more enthusiastic
about another potential method for getting
cells without destroying embryos: growing
new ES cell lines from single cells that have
been detached from embryos without dam-
aging them. The procedure is already used
for preimplantation genetic diagnosis, so
the main trick would be to get the extracted
cell to start dividing. ES cells are herd ani-
mals, and they often die when alone in cul-
ture. But Lanza says ACT expects to be able
to cultivate new cell lines from single cells
taken from either blastocysts or earlier-
stage embryos called morulas without
harming their development.

But possibilities also breed perils. At the
morula stage, a cell may still be totipotent,
which means it has the potential to develop
into a full embryo. So in some eyes, destroy-
ing it to make an ES cell line is akin to

destroying a complete embryo, observes
Peter Braude, a stem cell researcher at
Guy’s, King’s and St. Thomas’ School of
Medicine in London. Braude points out that
scientists are now in a position to dream up
countless unprecedented scenarios. For
example, he says, what if you take an eight-
cell embryo and separate it into two four-
cell clumps? If one clump develops into a
blastocyst, is implanted, and becomes a
baby, and the other is used to start a cell line,
no embryo was destroyed—but “there are
those that would argue that a twin life has
been destroyed.”

The Holy Grail
The best chance to circumvent the ethical
dilemmas may be to find a way to repro-
gram mature cells into pluripotent stem
cells while bypassing both egg cells and
embryos. That would not only satisfy crit-
ics, it would also eliminate headaches
involved in obtaining donated eggs and
embryos. Technically as well, it would ful-
fill the promise offered by so-called thera-
peutic cloning: cell lines tailored to an indi-
vidual’s genes that would enable doctors to
study complex diseases in the lab and pro-
vide potential donor cells that avoid the
problems of immune incompatibility. And
nothing would be created that could poten-
tially be implanted and become a baby.

That goal is many years away, however.
Scientists must first figure out what really
happens in the process of reprogramming
during nuclear transfer. Researchers have
yet to nail down exactly what factors in the

egg cytoplasm manage to turn a differenti-
ated nucleus back into one that can direct
the development of a whole organism.
Some clues about where not to look have
come from experiments in which scien-
tists sought to see if an ES cell could be
used instead of an egg to reprogram the
nucleus of a somatic cell. But ES cell
cytoplasm does not seem to contain the
magic ingredient. 

However, a new paper from Schöler and
his colleagues suggests that the key ingre-
dients may lie in ES cell nuclei. In the
November issue of Stem Cells, the team
reports on work that grew out of the obser-
vation that ES cells can fuse with mature
cells in culture and apparently prompt them
to turn on genes key to ES cells’ plasticity.
To track down the source of that repro-
gramming power, the team fused mouse
neural cells with either ES cell cytoplasm
or ES cell nuclei. The cytoplasm didn’t
seem to have any effect. But the neural cells
that fused with ES cell nuclei turned on
their own embryonic genes and formed ES
cell–like colonies.

The resulting cells have twice the nor-
mal number of chromosomes and therefore
are not the kind of reprogrammed cell line
scientists are aiming for. But the experi-
ments home in on factors that apparently
reside in the nucleus, Schöler says. 

Another approach to finding the magic
ingredients has been taken by chemists
Peter Schultz and Sheng Ding at the Scripps
Research Institute in La Jolla, California,
who are screening small molecules in a hunt
for those that can turn the clock forward or
back in a cell’s development. They are on
the trail of a small molecule they call
“reversin” that will cause a muscle cell to
dedifferentiate into a multipotent progenitor
cell. “This really does open up the possibil-
ity that you could use your own cells to ded-
ifferentiate to some kind of multipotent cell
type” that could be used, say, to treat a heart
patient, says Schultz.

The entire subject has become so sensi-
tive that someone undoubtedly will f ind
ethical issues in any new technique. Some
scientists are impatient with the philo-
sophizing and want to get on with the
work. As Daley says, “Doing a scientific
experiment not for a scientific reason but
to quell an ethical debate” is not his idea
of science. Some say this is analogous to
other early panics about new technologies,
such as IVF, that have now become widely
accepted. But as Braude notes, ES cell
technology, more than any biological
manipulation that has preceded it, “is
challenging the very foundations of some
ethical and religious beliefs” about what it
is to be human.

–CONSTANCE HOLDEN AND GRETCHEN VOGEL

Reprogrammed? Fusion with an ES cell nucleus
prompts a nervous system cell to glow green—
a sign a pluripotent gene has turned on.
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ALMATY, KAZAKHSTAN—Scott Weaver thought
he had a green light for a great research part-
nership. After an expensive security upgrade of
his labs and hours of paperwork, the director
for tropical and emerging infectious disease
research at the University of Texas Medical
Branch (UTMB) in Galveston was ready to
resume research on the Venezuelan equine
encephalitis (VEE) virus in Colombia, Peru,
and Venezuela. The mosquito-
borne disease, endemic in all three
countries, is not the worst of its
kind: The alphavirus kills less than
1% of its human victims. But VEE’s
potential to incapacitate has landed
it on a list of “select agents”: several
dozen of the nastiest sorts of
pathogens that the U.S. government
fears could be turned into biological
weapons. That designation has
thrown up new hurdles for Weaver
and his collaborators in South
America—and for many other U.S.
scientists working overseas.

In August, the U.S. National
Institute of Allergy and Infectious
Diseases (NIAID) informed
Weaver that under the terms of his
two VEE grants, the laboratories of
his foreign colleagues must have
procedures in place for handling
select agents that are equivalent to tough U.S.
regulations* imposed last year. “I seriously
doubt whether my collaborators in Caracas or
Bogotá could ever meet U.S. standards for
select-agent security,” says Weaver. “These
developing countries cannot afford the kinds
of elaborate systems that labs in the U.S. have
been required to install,” such as sophisticated
security and inventory systems and back-
ground checks on employees. He’s since had
to alter his projects to avoid isolating the VEE
virus in the labs south of the border. Because
the new policy may force some foreign part-
ners to serve as mere sample exporters, it res-
urrects “the stereotype of the ugly American:
arrogant, demanding, and insensitive,”
Weaver charges: “American collaborations
will be unwelcome in many developing coun-
tries of the world.”

Although his case may be one of the first,
Weaver is not the only researcher feeling the

chill. According to a prominent U.S. specialist
on select agents, researchers with the U.S.
Centers for Disease Control and Prevention
(CDC) have seen a curtailment of foreign col-
laborations on avian flu and viral hemorrhagic
fevers. (CDC officials declined to comment.)
Scientists at the U.S. Army Medical Research
Institute of Infectious Diseases (USAMRIID)
in Frederick, Maryland, are experiencing sim-

ilar constraints on projects involving Congo-
Crimean hemorrhagic fever and related dis-
eases. “The important work we need to do will
get done,” says USAMRIID public affairs
officer Caree Vander Linden, although the
details have not been worked out.

U.S. inspectors will soon be heading out to
assess lab standards overseas, scientists
learned at a closed-door meeting last month.
Paula Strickland, acting director of NIAID’s
Office of International Extramural Activities,
told a group at the annual meeting of the
American Society of Tropical Medicine and
Hygiene (ASTMH) in Miami, Florida, that
security teams will include senior microbiol-
ogists from CDC’s select-agents program. An
interagency committee chaired by Strickland
with representatives from the U.S. State and
Justice departments will determine whether
foreign labs “meet minimum biosafety and
biosecurity requirements.”

The stepped-up regulations are the latest
example of the clash between scientists’cher-

ished ways of doing business and the urgent
need to reduce the potential for bioterrorism,
and some researchers say the rules make
sense. “It would be very embarrassing for a
U.S. collaborator and a U.S. agency to be
funding a facility that had a major accident, or
one that was involved in a bioterrorism
event,” says Paul Keim, an anthrax specialist
at Northern Arizona University in Flagstaff. 

But others fear that the tightened security
could stifle cooperation. “One doesn’t
develop productive collaborative relation-
ships with foreign counterparts by announc-
ing upon arrival that ‘from now on we must
do things the American way,’ ” says UTMB
arbovirus specialist Robert Tesh. “Each
country has its security priorities. The U.S.
cannot demand that they conform to ours.”

Adds Weaver: “By inhibiting
research on the ecology and epi-
demiology of potential biologi-
cal weapons in their natural set-
tings overseas, we will be less
prepared to respond optimally to
the introduction of these agents
by a terrorist.” 

Clampdown
After letters containing powdered
anthrax were mailed to members
of Congress and others in the fall
of 2001, the U.S. government
crafted tough requirements for
scientists it funds to study dan-
gerous pathogens. In addition to
tightening security at facilities in
which the microbes are kept and
studied, U.S. regulations now
demand rigorous protocols cover-
ing security assessments, emer-

gency response plans, training, transfers of
materials, and inspections.

Under the new NIAID rules, which the
institute began developing in 2003, U.S.
grantees must submit a dossier on a foreign
collaborating institution detailing its “poli-
cies and procedures for the possession, use,
and transport of select agents.” For what
NIAID calls “security risk assessments,”
grantees “must be willing to provide the
names of all individuals who will have access
to the select agents.”

Weaver says the new rules prompted him
to drop his original plan to process f ield
samples potentially infected with VEE virus
in South America. Now, he says, he will have
all the samples shipped to Galveston. “This
seems to have gotten me off the hook for the
time being,” he says, in that his colleagues at
the National Institute of Health in Bogotá
and the Central University of Venezuela and
the National Institute of Hygiene in Caracas
now won’t have to adhere to the select-agent

Heightened Security or 
Neocolonial Science? 
New restrictions on federally funded research involving the world’s most dangerous
pathogens are hampering foreign collaborations

Select  Agents

No picnic. Venezuelan scientists draw blood from rodents to isolate VEE
virus. New NIH rules have crimped projects on this and other select agents.

* www.cdc.gov/od/sap/docs/42cfr73.pdf
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terms. But the change will reduce efficiency
and timeliness, he says.

“Basically, the NIH [U.S. National Insti-
tutes of Health] left me with little choice,”
because it would have taken “months or
years” to bring overseas labs into compliance,
Weaver says. Already, the labs in Colombia
and Venezuela store many VEE virus isolates
in their freezers: Preventing the isolation of a
few more strains, he says, will not deny the
virus to a potential terrorist.

Although security at foreign facilities
working with select agents generally has been
strengthened since the 9-11 attacks, most labs
would still run afoul of the new U.S. rules.
Many outside the United States appear to be
unaware of the regulations. “I haven’t heard
much,” says Lev Sandakhchiev, director gen-
eral of the State Research Center of Virology
and Biotechnology, a former bioweapons lab
near Novosibirsk, Russia, that collaborates
with the United States on smallpox research.

Foreign researchers say they hope to find a
way to continue working with U.S. counter-
parts because it would bolster security in their
home countries. “If collaborations will con-
tinue, that will inevitably bring the standards
up,” says Bakyt Atshabar, director of the
Kazakh Science Center for Quarantine and
Zoonotic Diseases in Almaty, Kazakhstan,
which specializes in studying endemic plague
with Pentagon funding (Science, 17 Decem-
ber, p. 2021).

ASTMH and other societies intend to
lobby for a relaxation of the rules. “The
approach to this will not be easy,” says Peter
Weller, an immunologist at Harvard Medical
School in Boston and ASTMH’s most recent
past president. For one, many agencies will
want to weigh in on any change of policy.
Second, Weller says, “the facile reply is that
you scientists gave the Pakistanis nuclear
secrets; how do we trust you on these issues?”
In an e-mail response to questions from 
Science, NIAID officials say they expect no
change to the select-agent terms “in the
immediate future.”

But some experts such as Keim say raising
global security levels to U.S. standards makes
sense. “We should not allow U.S. researchers
to avoid regulatory oversight by going
abroad. This would certainly apply to human
subjects in clinical trials and animal-care
standards in animal protocols. Why not secu-
rity of dangerous pathogens?”

Critics of the policy say they are not
opposed to strengthened security overseas.
Rather, they decry how the U.S. government
is going about it. NIH “seems to be hell-bent
on enforcing the regulations,” says Thomas
Monath, chief scientific officer at Acambis in
Cambridge, Massachusetts, and president of
ASTMH. He wonders whether his company’s
research on Japanese encephalitis, a select

agent, with colleagues in Thailand and Aus-
tralia will be subject to such oversight.
Monath fears that U.S. researchers might be
held criminally responsible for violations by
collaborators. When he raised this issue with
Strickland at the ASTMH meeting, he says, it
was apparent that “NIH had neither thought
about this nor had any clear response.”

NIAID officials say they are simply in
step with the times; later they plan to adopt
standards being developed by the World
Health Organization. “We will do what we
can to ensure that every possible avenue has
been pursued that will allow our NIH-funded
researchers to be able to conduct their
research safely and securely,” the officials
say. Much of that work, it appears, may well
have to be done inside U.S. borders.

–RICHARD STONE
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TOKYO—What would you do with 5 to 50 sec-
onds’warning of a major earthquake?

It’s not an academic question. Systems
that can detect earthquakes near their
source and issue warnings before the shak-
ing starts are in place or being deployed in
Mexico, Taiwan, and Japan and are being
studied for locales from southern California
to Istanbul. Enthusiasts are
convinced that short-term
warnings can save lives by
stopping trains before they
pass over damaged track,
emptying out elevators,
and alerting rescue units.
“It is an epochmaking”
advance in earthquake
safety, says Masato Moto-
saka, a Japanese earth-
quake engineer at Tohoku
University in Sendai.

Not everyone agrees,
however. Skeptics note that
warning systems don’t provide enough time to
reduce casualties close to the epicenter of an
earthquake. They also worry that such systems
could divert spending from earthquake pre-
paredness, which they say has the potential to
do much greater good. “Warnings only help in
some cases,” says Robert Olshansky, an urban
planner at the University of Illinois, Urbana-
Champaign. “Investing too much of one’s

money and hopes in a short-term warning sys-
tem is a distraction from the hard and less sexy
work, such as upgrading older structures, that
is really needed to improve seismic safety.”

Faster than a speeding S wave
Early warning systems are not forecasts.
Instead, they detect actual quakes near their

source and issue warnings
to automated systems and
humans up to several hun-
dred kilometers away. They
work because electronic
signals transmitted through
wires or air travel faster
than seismic waves moving
through the earth. Warning
schemes also take advan-
tage of the two types of seis-
mic waves that are gener-
ated when a fault ruptures.
The first—and faster mov-
ing—primary (P) waves

radiate directly outward from the epicenter.
The secondary (S) waves, which cause the
oscillating motions responsible for the most
damage, lag by tens of seconds over a dis-
tance of a few hundred kilometers. “The 
P waves carry information; the S waves carry
energy,” explains Hiroo Kanamori, a seis-
mologist at the California Institute of Tech-
nology (Caltech) in Pasadena. Unfortunately,

Some Countries Are Betting That
A Few Seconds Can Save Lives
Japan, Mexico, and Taiwan are investing in early warning systems that can offer precious
seconds of warning before a major tremor

Ear thquake Preparedness

On alert. Nowcast stations are
being installed across Japan.
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A Selection of Select Agents
Ebola viruses
Ricin
Tetrodotoxin
Bacillus anthracis (anthrax)
Venezuelan equine encephalitis virus
Botulinum neurotoxin

Smallpox virus
Crimean-Congo hemorrhagic fever virus
Lassa fever viruses
Central European tick-borne encephalitis
Yersinia pestis (plague)
Foot-and-mouth disease virus

N E W S F O C U S
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P waves and S waves would arrive almost simul-
taneously near the epicenter, making warning
impossible where shaking is most intense. 

Farther away from the epicenter, there is
time to analyze the signals and automatically
generate warnings. After the October 1989
Loma Prieta earthquake in California, the
U.S. Geological Survey (USGS) deployed a
temporary array of three seismometers that
warned workers demolishing a collapsed
highway viaduct in Oakland about after-
shocks. The system gave workers 23 seconds’
notice of S waves from 12 aftershocks
stronger than magnitude 3.7.

Two permanent early warning systems
were put in place in the early 1990s in Mexico
and Japan. In 1991 the Centro de Instru-
mentacion y Registro Sismico (CIRES), a
private Mexican nonprofit organization, set
up a network of 12 instruments along the
country’s Pacific coast near Acapulco, where
seismologists think a magnitude 8 earthquake
is overdue. If the system works as intended,
residents of the capital city, 280 km away,
could get 70 seconds’ warning. Schools and
some government offices are serviced by
dedicated transmission lines, and citizens
have access to automated radio broadcasts.
Two years ago, a similar system was set up for
the city of Oaxaca, in southern Mexico.

Likewise in Japan, the country’s early
warning systems are likely to prove most
useful for the most devastating earthquakes,
those that occur off the Pacific coast where
the North American plate is being forced
under the Philippine plate. For example,
Motosaka says that the Sendai area would
receive 15 seconds’ warning that the effects
of a magnitude 7 to 8 offshore earthquake
were about to hit; seismologists give such an
earthquake a 40% chance of occurring in the
next 10 years. 

In 1992, railway operators started deploy-
ing the Urgent Earthquake Detection and
Alarm System (UrEDAS) along the country’s
bullet train lines. After detecting P waves,
UrEDAS cuts power to trains in nearby sec-
tors if the anticipated shaking will exceed a
given threshold. In February, the Japan Mete-
orological Agency began deploying what will
be the world’s most comprehensive early
warning system, featuring more than 200 sta-
tions throughout the four main islands. Instal-
lation of the $90 million network, called
Nowcast, began in 2003 and could be com-
pleted in 2 years if the money keeps flowing.
In December 2000, Taiwan’s Central Weather
Bureau switched on an islandwide network of
86 seismic stations that alerts the bureau’s
central office and a hospital, both in Taipei.

Authorities are still trying to figure out the
best way to use early warning systems. Offi-
cials at Taiwan’s weather bureau receive
warnings on their computer screens, “allow-
ing staff to move to disaster response stations

a few seconds quicker than if they wait for the
shaking to start,” says Yih-Min Wu, a seis-
mologist at the National University of Taiwan
involved in setting up the system. Taiwan’s
high-speed rail line will likely be added to the
system once train service begins next fall.

Japan’s system, partially operational, sends
warnings to a select group of regional disaster
response centers, private companies, an elemen-

tary school, and a university hospital in the
Tohoku region northeast of Tokyo. Tohoku Uni-
versity’s Motosaka, who is leading a govern-
ment study of potential warning uses, says
earthquake education and drills can be worked
into the school curriculum, as is now being done
at the Nakamachi Elementary School in Sendai.
Pupils have been taught to duck under their
desks to avoid falling ceiling tiles and lighting
fixtures, and teachers to open doors so they
don’t jam shut and hinder a postquake evacua-
tion. In a hospital, the warnings could allow sur-
geons to pause during delicate procedures and
give rescue teams extra seconds to prepare.

The list of possible applications is endless,
says Thomas Heaton, a Caltech earthquake
engineer and longtime proponent of early
warning systems. It includes switching all traf-
fic lights to red, closing valves in oil and gas
pipelines, shutting down nuclear power plants,
and preparing tsunami warnings. “I don’t think
anybody knows right now what all the poten-
tial applications will be,” says Heaton.

One unresolved issue is whether to broad-
cast warnings to the general public. The Mex-
ican system has generated 11 warnings of
strong (magnitude 6 or greater) earthquakes
in 14 years without a hitch, according to Juan
Espinosa-Aranda, director general of Mex-
ico’s CIRES. “Contrary to what many
expected, we have never had any indications
that the warnings resulted in panic,” he says.
Part of the reason, says Heaton, may be their
benign content: “Ninety percent of the time,
the message will be ‘This will be light
shaking, relax and enjoy it.’ ”

Without warning 
To date, the payoff from early warning sys-
tems is scant, proponents admit. In 12 years,
operators of Japan’s UrEDAS can cite only
one case in which the warning headed off a
potentially dangerous situation. That
occurred in May 2003, when a magnitude 8
earthquake struck northeast of Tokyo: The

system halted two trains headed toward a
viaduct that had suffered cracks in 23 columns.

In contrast, a bullet train derailed during
the country’s most recent severe earthquake,
on 23 October in Niigata Prefecture, because
the train was too close to the epicenter for a
warning to arrive in time. Likewise, no early
warning system would have mitigated the
devastating 1995 Kobe earthquake, which
claimed 5000 lives, because the fault that rup-
tured runs right under the city. “Warnings
don’t work” in such cases, admits Motosaka.

That fact of life, say scientists, means early
warning systems should never replace seismic
preparedness. “We need to spend money on mit-
igation and preparedness,” says the University
of Illinois’s Olshanky. “Making promises of pre-
diction or warnings distracts from this task.” 

Skepticism about earthquake warnings
seems greatest in the United States, in part
because the most dangerous faults are close
to urban areas. Caltech’s Heaton says that fed-
eral agencies have rejected several of his pro-
posals to test a prototype early warning sys-
tem for southern California after they
received mixed reviews. “Half the reviewers
said it was a great idea, and the other half said
it’s not very useful,” he says.

To find out who’s right, seismologists
need hard data. Although they don’t wish for
misfortune, they know that earthquakes are
inevitable. And they are counting on Mexico,
Taiwan, and Japan to serve as test beds.

–DENNIS NORMILE
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Three
Warning
Systems

TAIWAN

Seismic Alert System (completed 1991) warns 
Mexico City of a major quake near Alcapulco. 
Cost: $1.2 million

Early Warning 
System (completed 
2000) works for the 
entire island. 
Cost: $930,000

Nowcast (partial operation in 2004) was developed as
a general seismic warning system. Cost: $90 million

Urgent Earthquake and Detection Alarm 
System (completed 1992) was established to slow or
halt bullet trains after an earthquake. Cost: Not available

MEXICO

N E W S F O C U S

Call ahead. Early warning systems could save
lives in elevators and operating rooms.
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In 2000, scientists at CERN, Europe’s high-
energy physics lab near Geneva, Switzerland,
thought they were on the brink of creating a
state of matter not seen since a few fractions of
a second after the universe was born. Their col-
leagues at Brookhaven National Laboratory in
Upton, New York, working on a new and more
powerful accelerator, were even more confi-

dent of success. But nearly 5 years later, no one
has claimed credit for making a quark-gluon
plasma, an extremely high-energy state in
which the fundamental components of protons
and neutrons roam free. 

Something interesting is certainly hap-
pening within the giant detectors that record
the high-energy collisions of heavy particles
that scientists hope will lead them to their
goal. But what? Researchers confess that
they don’t understand their prey well enough
to know if they’ve snared it. And what they
have captured doesn’t behave as it should.
Such is life on the frontiers of the quark-
gluon plasma. “I’m a little baffled and not

sure exactly what to do,” says Thomas Kirk,
Brookhaven’s associate laboratory director
for high-energy and nuclear physics. “If it
sounds like I’m frustrated, it’s because I am.”

A near meltdown
In our frigid universe, quarks, which make up
most known matter, are frozen inside

hadrons. They are never seen alone,
unbound, or roaming free. But in the very,
very hot early universe, scientists believe that
quarks and gluons, which bind quarks
together, swirled and danced for a brief
moment before they “froze out” and formed
hadrons. Researchers have been trying to
recreate that brief moment—the era of the
quark-gluon plasma—for years.

A particle collider is like a time machine;
the higher its energy, the further back in time
it can see. At CERN’s Super Proton Synchro-
tron (SPS), the 3.5-TeV collisions brought
scientists to within a few millionths of a sec-
ond after the big bang. Using enormous mag-

nets, SPS, buried under farmland outside
Geneva, smashed lead atoms together at such
speeds that the nuclear components—
protons and neutrons—cracked open and
their contents spilled out. Scientists analyzed
the resulting spray of particles, some of which
were born out of the quarks and gluons of the
lead nuclei, others of which sprang forth from
the enormous vacuum-searing energy of the
collision itself, looking for signs that quarks
and gluons had melted once more and roamed
free of their usual constraints.

The evidence was suggestive, if not con-
clusive. One promising indicator was a strik-
ing lack of a particular type of particle
known as the J/Ψ,which is made up of a rel-
atively rare quark known as charm and its
antimatter counterpart. The dearth might be
a sign of free-roaming quarks, scientists
argued. Here’s why: The charm quark and
antiquark are born near each other, out of
energy rather than nuclear matter. (Protons
and neutrons don’t contain any charm
quarks or antiquarks.) Neighboring quarks
are quite likely to bind to each other during
freezing, creating J/Ψs. But quarks that
roam about before freeze-out will in all like-
lihood bind to more common quarks, such as
ups and downs, and create particles such as
D mesons rather than J/Ψs.

Sure enough, the SPS team saw many
fewer J/Ψs in high-energy collisions than
expected. For some physicists, that was a
signal that they might have created a quark-
gluon plasma. But SPS fell by the wayside in
2000 as CERN shifted its attention to build-
ing a much more powerful particle-physics
accelerator, the Large Hadron Collider.
Until LHC starts up, CERN is pretty much
out of the quark-gluon plasma game.

Luckily, an even higher-energy collider
was coming online: the Relativistic Heavy
Ion Collider (RHIC) at Brookhaven. RHIC
can slam together nuclei of atoms at roughly
five times the energy levels of SPS, and
early results seemed to confirm that scien-
tists were close to creating the elusive
plasma. Although RHIC’s four detectors
didn’t yet have the capability to spot a lack
of J/Ψ particles, scientists were seeing other
favorable signs. According to Brookhaven
physicist Miklos Gyulassy, these signs are
“striking” evidence that quarks had been
liberated from their shackles. “The data are
in for me,” he says. 

One piece of supporting evidence is a 
phenomenon known as “jet quenching.”
When two nuclei collide, scads of particles fly
out from the center of the collision, where the
temperature is highest. In a low-temperature
collision, these particles would carom off one
another like billiard balls and spray away
from the nucleus in jets. The RHIC collisions

A Plasma Too Far? Researchers
Hunt for Early State of Matter
Brookhaven scientists think they’ve seen evidence of the long-sought quark-gluon
plasma. But something’s not quite right

Nuclear  Phys ics

Little bang. The particle tracks from a high-speed collision of two gold atoms provide clues about
whether quarks and gluons had roamed free.
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created fewer jets than expected.
Physicists argued that this “jet
quenching” happened because the
particles were behaving more like
melted clumps of sticky wax than
solid billiard balls. By clinging and
transferring energy to each other
before shooting away with dimin-
ished vigor, the objects’ nuclei
were behaving like a liquid or a gas
rather than a solid. And that behav-
ior is exactly what scientists had
forecast when protons and neu-
trons melt, setting their quarks and
gluons free. 

The manner in which particles
flew away from the collision in the
nucleus also was characteristic of a
liquid. Instead of acting like hard
billiard balls and scattering in all
directions after a collision, the par-
ticles behaved as if they were in
one large, expanding puddle. This
effect, which is quantified with a
parameter known as “elliptic
flow,” showed that the postcollision matter
was closer to a collection of melted objects
than a clump of solid ones. 

More recent experiments involving the
collision of deuterium and gold atoms point
in the same direction. Physicists predicted
that the effects stemming from a quark-gluon
plasma, such as jet quenching, would disap-
pear because the lesser mass of the deu-
terium doesn’t impart enough energy into the
smashup to make the nucleons melt. And,
indeed, the strange effects disappeared as
predicted. In gold-gold collisions, says Gyu-
lassy, there was a marked decrease in the
number of twinned jets from the collisions,
but with “deuteron on gold, [the twin jets]
came back to life again.” 

Frozen out? 
The conclusion seemed obvious: Scien-
tists had created a quark-gluon plasma.
So why hasn’t RHIC announced the dis-
covery? The answer is that the quark-
gluon plasma isn’t behaving at all the
way physicists expected it would. 

For one, there’s no nice, neat phase
transition as quarks and gluons
change from their ordinary condensed
state into some kind of quark-gluon
plasma. If you add heat to a chunk of
ice near zero degrees Celsius, its tem-
perature rises for a while. Then, all of
a sudden, its temperature stops climb-
ing as the ice changes phase from
solid to liquid. It resumes its climb once all
the ice has melted. 

Not all phase transitions are so nice and
neat. “But there was an expectation that we
could observe a direct signal of the phase
transition that the system would undergo as it

cools,” says Jean-Paul Blaizot, a physicist at
France’s Center for Atomic Energy in Saclay.
No such luck. Instead, scientists are left with
a handful of phenomena—jet quenching,
elliptic flow, and a handful of other atypical
observations—that indicate something new
is happening but fail to constitute a smoking
gun. “None by itself show a completely new
state of matter,” he says.

At the same time, theorists have been
shocked by what is spewing forth from
RHIC’s collisions of two heavy nuclei at high
energies. They had expected that the nucle-
ons would evaporate into something resem-
bling a gas. That would give the quarks and
gluons a chance to roam about for a few

moments before recondensing when the tem-
perature dropped.

This isn’t at all what has happened, how-
ever. The observations of elliptic flow—the
very data that helped convince scientists
that the nucleus was no longer behaving like

a solid—show that the nucleus
isn’t behaving like a gas, either.
Instead of streaming past each
other without interacting much,
quarks and gluons feel one
another’s presence quite
strongly. As a result, the melted
material at the heart of a gold-
gold collision behaves like one
collective object, like a drop of
water, rather than a collection of
individual quarks and gluons. In
fact, physicists have concluded
that the stuff at the center of a
gold-gold collision is the most
perfectly fluidlike fluid ever dis-
covered. 

This finding undermines one
of the original lines of evidence
for a quark-gluon plasma. The
models that accounted for the lack
of J/Ψ particles implicitly
assumed that quarks and gluons
weren't strongly interacting with
each other and that the barely

interacting charm quarks would fly away from
each other rapidly and recondense with other
noncharm quarks. But in a collectively moving
liquid—and one that behaves like a liquid very
shortly after the collision—the charm quarks
don't have the same chance to zoom apart. In
other words, if the goop at the center of a colli-
sion is behaving like a strongly interacting liq-
uid rather than a weakly interacting gas, the
lack of J/Ψ particles is a quandary.

So although it’s clear that something new is
happening at the center of the high-energy
collisions at RHIC, it’s not at all the gas that
scientists expected. “Have we created a
weakly interacting gas of quarks and gluons?
The answer to that question is an emphatic no.

We have not,” says Jamie Nagle, a physi-
cist at the University of Colorado, Boul-
der, and member of one of the RHIC col-
laborations. However, Nagle says that
the data show that the quarks and gluons
melt into a strongly interacting liquid
whose properties are not yet understood:
“That is the reason why I would say that
we have not made a discovery yet.” 

Is this liquid the fabled quark-gluon
plasma? Blaizot argues that it’s difficult
to answer the question, “Are we there
yet?” when you don’t yet know where
“there” is. “When you have a not-well-
def ined problem, it’s hard to give a
well-defined answer,” he says.

That’s also the dilemma facing offi-
cials at Brookhaven, who for half a

decade have been poised to proclaim a major
discovery. “We can’t march people to the
lectern and force them to make an announce-
ment,” says Kirk. “Maybe we have a really
nice discovery that will just dribble out.”

–CHARLES SEIFE

N E W S F O C U S
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Liquid center. At low energies, particles often stream off collisions in two
back-to-back jets, represented by two peaks in this graph (red dots). The
disappearance at high energies of one of those jets (blue stars) could rep-
resent passage through a liquidlike quark-gluon plasma.

Enormous microscope. The PHENIX detector, one of four that
adorn Brookhaven’s RHIC accelerator ring, explores phenom-
ena on the tiniest scales accessible to humans.
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For mathematicians, one of the joys of
three-dimensional topology is the chance to
study not only the shape of our universe but
also the shape of all the universes that
might have been. This requires some radi-
cal shifts in perspective, because geometric
rules familiar in our universe won’t hold in
universes where the “shape” of space is
different. To explore these alien terri-
tories, mathematicians study mani-
folds—abstract spaces that resem-
ble our universe on a small scale
but may connect up differently
in the large. This has been a
banner year for manifolds,
thanks to the proof of two
major conjectures that date
from the 1970s. “The combi-
nation of [the two proofs] is
indeed a fantastic piece of
news,” says Francis Bonahon,
a topologist at the University of
Southern California in Los
Angeles.

In 1973, a Yale University math-
ematician named George Mostow
proved that many three-dimensional
manifolds, or 3-manifolds, can take only
one possible shape, provided that every part
of the universe is equally “curved.” Measure
the curvature of space in your back yard,
and you know the shape of the universe. “It
was the most influential piece of mathemat-
ics in geometry in the last 35 years,” says
Howard Masur, a geometer at the University
of Illinois, Chicago. But Mostow’s theorem
applied only to manifolds of f inite size.
Topologists have struggled ever since to
come up with a similar principle for a much
more interesting class of manifolds in
which, as Frank Sinatra sang about clear
days, “you can see forever.”

Now they have succeeded. Two groups—
Ian Agol of the University of Illinois, Chicago,
and (jointly) Danny Calegari of Caltech and
David Gabai of Princeton University—have
shown that a major category of 3-manifolds
always have orderly edges, or “tame ends.” A
third group, consisting of Yair Minsky of Yale,
Jeffrey Brock of Brown University, and
Richard Canary of the University of Michi-
gan, Ann Arbor, has shown how to classify the
shapes of those tame ends and proved that
once you know the shape of the end, you know

the shape of the manifold. (The proofs are
posted at xxx.lanl.gov/pdf/math.GT/0405568,
0407161, and 0412006.) The two theorems fit
together like a mortise and tenon and

resolve several other conjectures from the
1960s and 1970s. Minsky orchestrated the
proof of the so-called Ending Lamination
Conjecture over a period of 13 years, with
major contributions from Masur as well as
Canary and Brock. By contrast, the Tame
Ends Conjecture began to appear solvable
only last year, when Agol, Calegari, and
Gabai began working on it.

“In my mind, the real achievement is
Brock-Canary-Minsky, and Agol-Calegari-
Gabai puts a cherry on top—although a
very impressive cherry,” says Bonahon. 

Both conjectures—now promoted to
theorems, assuming that the proofs check
out—pertain to a class of universes known
as hyperbolic manifolds. Their geometry is
unlike the familiar Euclidean or “flat”
geometry, which has been known since
ancient Greece. Euclidean geometry is

characterized by a property called zero cur-
vature: Parallel lines stay a constant dis-
tance apart. In spherical geometry, which
has positive curvature, lines that start out in
parallel converge, like meridians on a
sphere. Hyperbolic geometry has negative
curvature; in it, parallel rays splay apart like
the flowers in a bouquet. Hyperbolic mani-
folds, which are the most common type,
also tend to be by far the most unruly and
mathematically interesting ones, which
makes their taming even more remarkable.

The central question in both of the new
results is how to describe the shape of man-
ifolds that don’t close up nicely, like a ball
or an inner tube, but instead have one or
more loose ends. (Most of the manifolds

that Minsky and his colleagues consid-
ered have two ends, just like a string.)

These ends come in various shapes—
they can be narrow like a tunnel, or
they can flare outward like the bell
of a trumpet. Usually geometers
prefer to think of the loose ends,
or tunnels or arms, as being infi-
nitely long. Thus, someone liv-
ing in such a universe would
never reach the end of the uni-
verse but would always see more
space stretching out in front of

him. It may seem bizarre that
mathematicians have chosen the

term “end” to describe something
that is literally endless. Yet one

remarkable feature of hyperbolic
space—reminiscent of medieval views

of the universe—is that it comes with a
“sphere at infinity.” Here the infinite end
culminates in a specific shape, such as a
disk, in much the way the infinitely long
decimal fraction 0.33333… culminates in
the number 1/3. Although an inhabitant of
the manifold could not see or reach the
sphere at inf inity, its culminating shape
nevertheless has a profound influence on
his space. 

The story behind these universes begins
more than 100 years ago, when the German
geometer Felix Klein began pondering
questions like this one: Suppose you stand
in a room with perfectly reflecting mir-
rors—what would you see? Of course, with
flat mirrors you would expect a “hall of mir-
rors” effect, with infinitely many copies of
yourself as far as the eye could see. But now
imagine that the mirrors are cylindrical (or
convex). You would still see infinitely many
copies of yourself, but the convex mirrors
would make your reflections skinnier and
skinnier. After enough reflections, the
images of your head would shrink to point-
sized dots. Now imagine somehow reaching
through the mirrors and connecting all the

Taming the Hyperbolic Jungle by
Pruning Its Unruly Edges
Answering decades-old questions, two new theorems set limits on how wild some 
universes can get

Geometric  Topology

Mirror World. A “hall of mirrors” in hyperbolic
space produces a fantastically filigreed fractal.
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dots. With just three cylindrical mirrors,
you would get a circle, with the real you
standing in the middle. With four mirrors,
depending on their size and arrangement,
you might get a circle, or you might get a
jagged, contorted figure that defied Klein’s
attempts to draw it. Klein was born a cen-
tury too early to see such f igures—now
called fractals—become an icon of pop art,
thanks to computer graphics. You can think
of these fractals as being drawn on the
“sphere at infinity,” the canvas at the end of
the universe.

In 1881, Henri Poincaré discovered a
far-from-obvious connection between
Klein’s fractals and hyperbolic geometry.
Each fractal corresponds to a particular
manifold, and each open-ended manifold
has a particular Kleinian fractal at each of
its inf inite ends. Nearly a century later,
William Thurston (then at Princeton Uni-
versity, now at Cornell) showed that the
Kleinian fractal defines a geometric struc-
ture on the ends of its corresponding mani-
fold. He called that structure an “ending
lamination.” Perhaps, he suggested, a mani-
fold’s ending lamination would in fact
determine the geometry of the whole mani-
fold—in effect, rigidifying it or crystalliz-
ing it from the outside in. 

Minsky sneaked up on the Ending Lam-
inations Conjecture in stages. He started
with a special case, in which the manifold’s
ends culminate in an inner tube with a punc-
ture through it. Inner-tube shapes, or tori,
are as basic to topologists as quarks are to
physicists or cells to biologists. He chose
this punctured torus because it was the first
case complicated enough to be interesting
but simple enough to be solvable. 

Minsky discovered a way to organize all
the possible Kleinian fractals for the mani-
folds that have this punctured-torus-shaped
end (see figure, below). You can think of

this picture as a sort of dictionary or map of
all the possible Kleinian fractals in ques-
tion. Each point in the map corresponds to
a fractal with a different shape. In the col-
ored region, the relatively simple fractals,
such as the two at left in the figure below,
correspond to geometries in which the
punctured-inner-tube-shaped end grows
exponentially fast as it moves out to infin-
ity. The boundary of the colored region in
the figure looks like a scalloped coastline.
Each “inlet” corresponds to cusped fractals
like the four shown on the right in the fig-
ure. In these cases, the inner tube shrinks to
a point in some places as it moves out to
infinity. Likewise, the fractals themselves
pinch down simultaneously in infinitely
many places and fragment the “sphere at
infinity” into infinitely many pieces. Each
cusped fractal can also be assigned its own
address, a simple fraction, with the 3/5
cusp lying between 1/2 and 2/3, 5/8
between 2/3 and 3/5, and so on.

But amazingly, even irrational numbers
like (√5 – 1)/2 = 0.618033985…, which
cannot be expressed as a fraction and there-

fore lie “between” all the inlets,
also cor respond to Kleinian
fractals. These most monstrous
fractals are ferociously difficult
even for a computer to draw.
(See the bottom box in the fig-
ure.) In the cor responding
geometry, the punctured-torus
end neither grows nor shrinks
but oscillates in a perpetual state
of indecision as it moves out
toward infinity. With his collab-
orators Brock and Canary, Min-
sky showed that Thurston’s end-
ing laminations play the same
role as the irrational “addresses”
in the above description. But the
numbers are more than mere
addresses: They are a genetic
code. Two ending laminations
provide all the information

needed to assemble a perfect replica of a
two-ended manifold. 

One problem was left to be cleared up.
The Ending Lamination Theorem works
only for certain hyperbolic manifolds: the
ones with “tame ends.” It assumes that each
end of the manifold keeps the same general
shape as it stretches out toward infinity. A
tame end can be visualized as a tunnel that
can grow or shrink in width but cannot split
into separate tubes or have tubes that merge
together. But “wild ends” can change their
shape or split into pieces as they go. Agol
and Calegari and Gabai found a way to
eliminate even the trickiest of these wild
ends from consideration, as long as the
manifold in question is hyperbolic. 

According to Alfred Marden of the Uni-
versity of Minnesota, who proposed the
Tame Ends Conjecture in 1974, “it was just
pie in the sky. No one had the vaguest idea
how to prove it. If you ever questioned
whether there is linear progress in mathemat-
ics, this is a very clear example. This proof
could not have been done 30 years ago.”

Together, the two theorems resolve sev-
eral other problems that had been open for
decades. For instance, one consequence is
that Kleinian fractals, if drawn with an infi-
nitely thin line, are either invisible or solid
black, in the same mysterious way that all
the points in a line color the line black, even
though each point is infinitely small. Agol
and Minsky believe that the taming of the
hyperbolic ocean will lead to progress on
other problems as well. Calegari, on the
other hand, is afraid that three-dimensional
topology will fragment. “The key conjec-
tures tied together people who didn’t have a
lot in common—specialists in Kleinian
groups, hyperbolic geometry, knot theory,
foliations, and quantum invariants,” he says.
“Now there’s less incentive for them to be in
the same field.”

– DANA MACKENZIE

Dana Mackenzie is a freelance writer based in Santa
Cruz, California.

www.sciencemag.org SCIENCE VOL 306 24 DECEMBER 2004 2183

Organizing principle. In this “map” of Kleinian fractals,
cusped fractals lie on the “coastline.”C
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Infinite fascination. Spiralling (left) and cusped (right) Kleinian fractals bound hyperbolic universes.
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Tooth Fight
How many paleoanthropologists does 
it take to locate a molar on the correct
side of a fossil jawbone? The short answer
to this joke, which was winging around
the Internet this month, is 28.That’s 
the number of paleoanthropologists 
who, in the current issue of the South
African Journal of Science, declare that 
a fossilized wisdom tooth belonged in 
the right rather than the left lower jaw 
of a famous fossil of a putative human
ancestor from Chad.

In 2002, Sahelanthropus tchadensis
was proposed as the 
earliest known 
hominid by 
paleontologist
Michel Brunet
of the 
University
of Poitiers,
France, and
colleagues
(Science, 12 July 2002,
p. 171). But earlier this
year, University of Paris X
geographer Alain Beauvilain, a former
member of Brunet’s team, and orthodontist
Yves Le Guellec questioned Brunet’s
placement of the isolated molar in the
right lower jawbone and questioned 
why other fossils found at the same site
have not yet been not published.Their
challenge in last spring’s issue of the
South African journal, reported widely 
by the French media, did not cast doubt
on the fossil’s status, but it did cast a
cloud over Brunet’s methods.

In the current issue, Brunet presents
computed tomography scans showing
what he calls an “unambiguous match”
between the molar and roots in the right
side of the jawbone.The 28 paleoanthro-
pologists signing the letter back up that
conclusion. One of the letter’s organizers,
Tim White of the University of California,
Berkeley, notes that Beauvilain’s report
was translated by College de France 
geologist Martin Pickford, who discovered
a rival fossil candidate for oldest hominid.

But Beauvilain and Pickford—who 
has now rescinded an earlier apology to
Brunet—are fighting back tooth and nail.

In the same
journal issue,
Beauvilain

responds to
Brunet’s defense

by insisting that the
molar that was found

separately from the jaw
was glued into the wrong

side. Interviewed by Science, Pickford
called the multiauthor letter an intimidation
tactic designed to squelch scientific debate
on published fossils.

Beauvilain also seems intent on 
forcing Brunet to reveal other fossils 
by raising the tantalizing possibility 
that leg bones of Sahelanthropus may be
included in 52 unpublished mammalian
fossils from the Chadian site.A leg bone
could shed light on whether Sahelanthropus
was an upright-walking ancestor of
humans or a quadrupedal ape. Brunet
declines to comment, saying that the 
fossils are still under study.
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RANDOM SAMPLES
Edited by Constance Holden

New Primate Discovered in India
Scientists surveying biodiversity in remote mountain
forests along India’s northeastern border with
China have stumbled upon a new monkey
species: the Macaca munzala, or Arunachal
macaque.

The first new macaque species discovered
anywhere since 1903,the primate is the 21st
known macaque species and the eighth in
India.The last primate found in India was the
golden langur, discovered in 1955.

The Arunachal macaque is “stockily built
and has an unusually dark face,” according to
its discoverers, Anindya Sinha, Aparajita Dutta,

M. D. Madhusudan, and Charudutt Mishra, who work with the
Nature Conservation Foundation in Mysore. The animal

largely keeps to the forests and lives at altitudes up to
3500 meters,making it one of the highest-dwelling

primates in the world.
The animal appears to be thriving even

though its habitat is under immense threat
from logging and human settlements. The
scientists found “a fairly large population”
in 14 troops spread over 1200 square kilo-
meters.The team is urging the Indian govern-
ment to designate the primate’s habitat as

a “protected area.” A paper describing the
new macaque will appear in the August 2005

International Journal of Primatology.

SARS War Memorial
China has no animal-rights movement
to speak of. But its scientists still think
about the sacrifices made by their
research animals.The latest memorial
sits on the lawn at the Animal Research
Institute of the Chinese Academy of
Medical Sciences in Beijing, a tribute to
the animals that gave their lives to
develop a vaccine against severe acute
respiratory syndrome (SARS).

The “Soul-Consoling Stone,” as it is
named in Chinese, was installed in
spring 2003, not long after SARS swept
through Asia. Qin Chuan, a pathologist
and head of the institute, says the
monument is only now being publicized
because of promising early vaccine
trials (Science, 17 December, p. 2021).
Qin says she hopes the stone will
remind people of the contribution of
mice, guinea pigs, rabbits, and monkeys
to human health. “After all,” she says,
“human beings or animals, we are all
Nature’s creatures.”
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Graduate lobbyist. Patricia
McAllister hopes to give U.S.
graduate education a higher
profile in Washington, D.C.,
policy circles as the first-ever
director of government 
relations at the Council of
Graduate Schools. McAllister,
52, moves over from a similar
post at the Educational 
Testing Service.

Sunnier climes. An electrical
engineer who became the first
woman to lead an engineering
school at a major research
university has been named
chancellor of the University 
of California (UC), Santa Cruz.
Denice Denton, currently 
dean of engineering at the
University of Washington
(UW), Seattle, will take up 
her new job in February as
successor to M.R.C. Greenwood,
who was appointed UC
provost in February 2004.

Denton, 45, is known for
her efforts to improve math-
ematics and science education

from kindergarten through
college and for helping
increase the diversity of the
undergraduate engineering
population. In May, she 
was among nine scholars 
who received a Presidential
Award for Excellence in 
Science, Mathematics, and
Engineering Mentoring.

Denton, who has been at
UW since 1996, says she was

drawn to UCSC by “its tradition
of pioneering, interdisciplinary
research” and plans to support
the “innovative spirit” of its
faculty. She will receive an
annual salary of $275,000.

Isolated behavior? The
National Institutes of Health
(NIH) has appointed Brown
University 
psychologist

David Abrams
to oversee
behavioral
and social
science
research,
a post vacant
for nearly 
2 years.
But the new
hire is luke-
warm to the
community’s plea to give
basic research a home in
one institute.

Abrams, 53, takes over
next month as director of
the Office of Behavioral
and Social Sciences
Research, which leads
cross-agency initiatives
and collaborations.The
previous head, Raynard
Kington, was promoted 

to NIH deputy director in 
February 2003.

The South Africa–born
Abrams, whose expertise is 
in behavioral and preventive
medicine, says he thinks 
social and behavioral research 
“can play a much greater role”
in translating findings into
treatments. But he questions

the recent recom-
mendation of an 
NIH-appointed
working group 
to locate basic
behavioral and
social research
within a single,
existing institute
(Science, 10 Dec-
ember, p. 1878).
“We’re better 
off not having 
it in one place,”

he says.That view disappoints
advocates such as Alan Kraut,
executive director of the
American Psychological Society.
“My fear is that David’s
appointment, as good as he is,
does not mark any change in
how behavioral science will 
be treated by NIH higher-ups,”
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RANDOM SAMPLES

PEOPLE
Edited by Yudhijit Bhattacharjee

Got any tips for this page? E-mail
people@aaas.org

Heady stuff.Three Boston-area sisters with more than 2 meters of hair
among them have been named Women of the Year by the Luxuriant
Flowing Hair Club for Scientists. Johanna Bobrow, a staff scientist at the
Massachusetts Insti-
tute of Technology
(MIT) in Cambridge,
Elizabeth Bobrow,
an electrical engineer
with BAE Systems,
and Laurel Bobrow, an
MIT undergraduate
majoring in cognitive
science, were chosen
through a consensus
among the 100-odd
club members. The
club was started in
2001 with Harvard
psychologist Steven
Pinker inducted as the
first member.

S I D E L I N E S

Flying high. Aviation medicine was a fallback career for Padma Bandopadhyay after less-
than-perfect eyesight prevented her from becoming a pilot. But after 37 years, she’s gone
where no woman has gone before, becoming the first female Air Marshal in the history of the

Indian Air Force (IAF).
The 59-year-old Bandopadhyay

has flown thousands of kilometers
in the course of her research on
human physiology at high alti-
tudes. She’s also co-led a joint
expedition with Soviet scientists
to the Arctic Circle to understand
how long it takes people from the
tropics to acclimatize to the
extreme cold.

A mother of two,Bandopadhyay
says her IAF colleagues, who are
predominantly male, have been
extremely supportive. “I am not a
feminist of any sort,” she says.

P I O N E E R S
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Debate Over Open
Access in the U.K.

DANIEL CLERY’S ARTICLE ABOUT OPEN ACCESS IN
the United Kingdom (“Mixed week for
open access in the U.K.,” News of the
Week, 12 Nov., p. 1115) seems to be
carrying on a tradition on this topic of
drubbing Peter to pox Paul! Clery reports
that the U.K. government rejected recom-
mendations on open access from the House
of Commons Science and Technology
Committee. 

The only major recommendation of the
committee was to mandate open access
self-archiving (i.e., that U.K. researchers
must make their published journal articles
publicly accessible to all would-be users on
their institution’s Web sites). Yet no one—
members of Parliament, press, publishers,
or librarians—seems to be able to stop
going on and on about open access
publishing (where the author-institution
pays for publication per outgoing article
instead of the reader-institution paying for
subscription per incoming journal), which
was not what the committee recommended
mandating.

All three committee recommenda-
tions—the one major one, to mandate open
access self-archiving, plus the two minor
ones [(i) to encourage “experimenting”
with open access publishing and (ii) to
provide some funds for authors who wish
to publish in open access journals]—were
turned down by the government (mainly
via Department of Trades and Industry), all
on the basis of arguments against open
access publishing. 

Let the next parliamentary recommen-
dation be shorter and clearer and make no
mention whatsoever of Paul (open access
publishing), and then maybe Peter will
stand a fair chance!

Or can we just not resist provoking a
good fight with publishers every time and
having a good moan about library budgets
and a royal go at economic reform? Can
we, in other words, not keep in mind that
access is what this is all about, and that
even affordability would become a minor
matter if only the access needs were fully

taken care of—as they would be if all arti-
cles were made open access through self-
archiving?

STEVAN HARNAD

Centre de Neuroscience de la Cognition, Université
du Québec à Montréal, Case postale 8888, succur-
sale Centre-ville, Montréal, QC H3C 3P8, Canada.

Breast Cancer Risks for
BRCA1/2 Carriers

THE REPORT BY M.-C. KING ET AL. ESTIMATES
breast cancer risks in carriers of the
Ashkenazi Jewish founder mutations in
BRCA1 and BRCA2 (“Breast and ovarian
cancer risks due to inherited mutations in
BRCA1 and BRCA2,” 24 Oct. 2003, p. 643).
The analysis was based on data from relatives
of identified mutation-carrying breast cancer
cases unselected for family history. Only
those relatives for whom a DNA sample was
available were analyzed, a total of 84 of the
104 cases. The authors estimate the breast
cancer risk by age 70 to be 71%, irrespective
of mutation, and claim that “the results are
likely to be generalizable to women with any
pathogenic BRCA1 and BRCA2 mutations…”
Their estimate is, however, higher than the
estimates from a combined analysis of 22
similar studies from a variety of populations,
based on the relatives of 500 unselected muta-
tion-carrying cases: 65% for BRCA1 and
45% for BRCA2 (1). Another study of
Ashkenazi Jews estimated the risks in ances-
tral mutation carriers to be 46% and 26%,
respectively (2). We are concerned about
inconsistencies within the data of King et al.

and suggest that their results may be subject to
a form of selection bias that does not affect
previous reports.

The high lifetime risk of breast cancer
that they report appears to be inconsistent
with the prevalence of mutations among
unselected cases in the same study [10.3%,
almost identical to the 10.1% reported in
(2)]. If the age-specific risk estimates
reported by King et al. were to apply to all
carriers, then given the known population
prevalences of AJ founder mutation carriers,
they should have observed a prevalence of
21.2%, i.e., more than 200 case carriers,
rather than the 104 actually observed (see
table). This inconsistency calls into question
the general applicability of the risk estimates
and of the modifying effects reported by
King et al. It also illustrates the notion that
there is not a single quantity known as “the
penetrance.” Rather, what is usually called
penetrance is actually an average effect of
the particular mutations in the population in
which they have been sampled (3). In addi-
tion to variation among risk factors, individ-
uals’ “penetrance” may be modified by a
host of unknown factors, some of which may
aggregate in families and, if not properly
allowed for, bias estimates of penetrance (4).

A possible explanation for their high risk
estimates for both genes is that restriction of
the analysis to known mutation carriers could
have introduced bias if the detection of
carriers in relatives was not independent of
disease status. Among deceased relatives,
DNA was sometimes available from archival
tissue of affected women, but it was not avail-
able for unaffected women. Among living
relatives, affected women may have been
more willing to participate. 

Letters to the Editor
Letters (~300 words) discuss material published
in Science in the previous 6 months or issues
of general interest. They can be submitted
through the Web (www.submit2science.org)
or by regular mail (1200 New York Ave., NW,
Washington, DC 20005, USA). Letters are not
acknowledged upon receipt, nor are authors
generally consulted before publication.
Whether published in full or in part, letters are
subject to editing for clarity and space.

LETTERS
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OBSERVED AGE-SPECIFIC PREVALENCE OF BRCA1 AND BRCA2 MUTATIONS IN 
ASHKENAZI JEWISH WOMEN WITH BREAST CANCER AND PREDICTED NUMBERS BASED

ON THE PENETRANCE ESTIMATES OF KING ET AL.

Age-group Risk in Risk in Predicted prevalence (%)‡; Observed
carriers (%)* noncarriers (%)† number in parentheses prevalence (%)§

BRCA1 BRCA2 BRCA1 BRCA2 BRCA1 BRCA2

<40 21 17 0.44 34.7 (36.5) 21.1 (22.1) 24 10

40–44 9.6 9 0.56 19.1 (25.7) 13.4 (18.1) 9 7

45–49 8.4 8 0.95 11.6 (21.8) 8.3 (15.6) 6 2

50–59 19 14 2.70 9.8 (29.9) 5.4 (16.5) 5 2

60–79 23 37 7.31 4.5 (12.5) 5.4 (15.1) 0.8 2

All ages – – – 12.5 (126.4) 8.7 (87.4) 6.7 (67) 3.7 (37)

*Risk of becoming affected within the age interval, based on Table 2 of King et al. Incidence rates for the age groups 40 to 44
and 45 to 49 have been assumed to be equal. †Risk of becoming affected within the age interval, based on rates for U.S. white
females reported by the SEER program (1993–97). ‡Predicted prevalence of BRCA1 185delAG or 5382insC carriers combined, and
of BRCA2 6174delT carriers, in women with breast cancer diagnosed within the age interval, based on risk in Table 2 of King et al.
[assuming the prevalence at birth was 1.6% and 1.2% for BRCA1 and BRCA2, as given by the prevalences in the youngest age
group by (2); other studies give similar estimates]. §Observed prevalence of BRCA1 185delAG or 5382insC carriers combined, and
of BRCA2 6174delT carriers, in women with breast cancer diagnosed within the age interval, based on Table 1 of King et al.
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The advantage of the likelihood-based
approach used in other studies is that it incor-
porates the phenotypes of all subjects, irre-
spective of whether their genotypes are
known, properly allowing for uncertainty
about the genotypes of untyped subjects (1).
Perhaps the cancer and genotyping data on all
104 families, including individuals for whom
DNA was not available, could be presented in
a format that permits independent analysis
[see, e.g., Table 1 from (5)]. 
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THE NEW YORK BREAST CANCER STUDY
(NYBCS) Group Report (“Breast and ovarian
cancer risks due to inherited mutations in
BRCA1 and BRCA2,” M.-C. King et al., 24
Oct. 2003, p. 643) states that their results
“indicate that breast and ovarian cancer risks
among BRCA1 or BRCA2 mutation carriers
who are ascertained through a single affected
relative are as high as risks observed in
multiply affected families.” We disagree. The
design, implementation, and analysis of the
NYBCS could have led to serious overestima-
tion of penetrance because of ascertainment
bias. Their attempts to rule out overestimation
are not convincing. Family members must be
enrolled irrespective of disease status to
achieve unbiased penetrance estimates. That
is, a carrier relative who dies from heart
disease and one who dies from breast cancer
must be equally available for genotyping and
subsequent inclusion in the analysis.

1) When only confirmed carriers are
included, availability of tumor blocks as a
source of DNA for genotyping could influ-
ence who is included.

2) Relatives with breast or ovarian cancer,
particularly distant relatives, might be more
likely to be reported by probands and enrolled
by investigators.

3) The authors excluded the entire sibship
when one female sibship member could not

be genotyped directly or by reconstruction.
This strategy could increase net bias because
one refuser can exclude the entire sibship; this
may be more likely to occur when there are no
affected women in the sibship and in older
sibships. Also, this strategy gives no protec-
tion from bias in a one-female sibship.
Presentation of numbers of relatives
according to relationship to proband, cancer
status, and method of determining carrier
status (blood, blocks, or inferred) would help
the reader evaluate the importance of ascer-
tainment bias. 

4) A study based on relatives of cancer
patients is not optimal for assessing hetero-
geneity of risk for carriers in different
families (1–5) because relatives in higher-
risk families, if any, will be overrepre-
sented. In the extreme, women in families
segregating a mutation but having no breast
cancer in the pedigree are excluded from
all analyses because only breast cancer
cases can be probands. Moreover, if carrier
relatives from the 52 low-incidence fami-
lies constitute half of all carrier women, the
difference between penetrance in high-
incidence and low-incidence families
would be double the difference between
entries in tables S2C and S2A; for
example, at age 70, the difference would be
18 percentage points (62% versus 80%).

5) Probands were ascertained from 12
“major cancer centers” and affiliated
private practitioners. Patients from “low-
incidence” families may be more likely to
be treated at community hospitals and be
missed by this study. Similarity of mutation
prevalence at each cancer center does not
address this concern. 

6) Probands were Jewish breast cancer
patients referred to the study team by clini-
cians. Women  of uncertain ethnicity but with
a strong family history may have been referred
more often than women with no family
history. Although the NYBCS provides data
comparing family history of refusers and
participants, they cannot investigate family
history of carriers not referred by participating
physicians, and the pool of individuals from
which referred cases were drawn is not known.

Penetrance estimates from truly popula-
tion-based designs (2, 4, 6) and a large survey
of a Jewish community (1, 3) are lower than
those from multiplex consortium families (7)
and the NYBCS. If families segregating
BRCA mutations have wide variation in risk,
differences in penetrance estimates among
studies may reflect differences in the propor-
tion of carriers enrolled from higher or lower
risk families (1, 2, 4, 5). Because the NYBCS
does not show convincingly that carriers with
no or modest family history have nearly the
same penetrance as carriers with extensive
family history, it does not provide new
support for recommendations of broader

screening given in the accompanying
Perspective (“A risky business—assessing
breast cancer risk,” E. Levy-Lahad, S. E. Plon,
24 Oct. 2003, p. 574). 

We agree that environmental and
genetic factors can lead to heterogeneity of
risk among individual carriers (8, 9).
However, the design and analysis of the
New York study do not reliably investigate
them. With additional consideration of the
methodologic issues raised here, results
about penetrance and cofactors from the
NYBCS can be better integrated with the
extensive body of published evidence. 
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Response
RESULTS OF THE NEWYORK BREAST CANCER
Study (NYBCS) (1) were that lifetime risks of
breast cancer associated with inherited muta-
tions in BRCA1 and BRCA2 in the present-
day American Ashkenazi Jewish population
exceed 80%, that these risks apply to mutation
carriers regardless of their family history of
breast or ovarian cancer, and that breast cancer
risks to mutation carriers have changed over
time due to influences of nongenetic factors.
The premise of the Letters of Easton et al. and
Wacholder et al. is that NYBCS estimates of
breast cancer risk among carriers of BRCA1
and BRCA2 mutations are substantially higher
at all ages than are penetrance estimates from
previous analyses. The Letters’ authors then
suggest various biases to which they believe
the NYBCS could have been subject, leading
to these putatively high penetrance estimates. 

We disagree with this premise. The first
table (p. 1289) compares penetrance estimates
for carriers of mutations in BRCA1 or BRCA2
from several studies (1–5). These studies,
from four groups, are those most frequently
cited in the literature, involve most of the
authors of the two critiques, are the largest
collections of original data on this topic, and
represent four different study designs [see
Supporting Online Material (SOM) for more
details] (6).

As indicated in the first table, estimates of
breast cancer risk for mutation carriers for
ages up to 60 years are similar in all the
studies. Such close concordance is striking,
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particularly given the very different study
designs employed. In contrast, penetrance esti-
mates for risks by age 70 and by age 80 differ
among studies. Estimates from the NYBCS
fall in the middle of those previously reported.
The divergent penetrance estimates at older
ages may be caused by smaller sample sizes
and hence wider confidence intervals for esti-
mates and/or less accurate reporting of breast
cancer for older relatives, particularly in
studies that relied completely on reported
family history by the proband. The latter
problem may particularly pertain to (5), for
which risk estimates after age 60 are remark-
ably flat. 

Therefore, we do not think that pene-
trance estimates are too high in the
NYBCS, because, at least for penetrance
estimates up to age 60, they agree with
results from numerous other studies. 

Easton et al. use NYBCS risk data to
estimate the proportion of breast cancer
probands expected to carry BRCA1 or
BRCA2 mutations. Their estimates predict
213 mutation carriers among the 1008
NYBCS probands. The NYBCS identified
104 mutation carriers among the 1008
probands, a frequency of 10.3%, consistent
with other studies of this population and
not in dispute. Easton et al. thus conclude

that NYBCS risks must be overestimated.
We disagree. The discrepancy between

predicted and observed numbers of carriers
among probands noted by Easton et al. is
in part the result of their use of incorrect
values for “risks in noncarriers” (second
table, p. 1290, columns 2, 5, 9, 13). When
correct values from SEER age-specific
breast cancer rates are used (columns 3, 6,
10, 14), the difference between expected
and observed numbers of BRCA1 and
BRCA2 mutation carriers is reduced
(second table, columns 3, 6, 10, 14). But
some difference remains. Why?

The resolution lies in identifying the
population offering the most accurate

breast cancer risk estimates for Ashkenazi
Jewish women who do not carry mutations
in BRCA1/2. Do risks from the SEER
registry for U.S. white females accurately
reflect breast cancer risks to Ashkenazi
Jewish “noncarriers”? Quite apart from
genetic predisposition, the population of
Ashkenazi Jewish women in the United
States may carry a high prevalence of
important breast cancer risk factors,
including late age at first pregnancy, fewer
pregnancies, and (until very recently)
frequent use of hormone replacement
therapy. Is there a source of breast cancer
risk data specifically for Ashkenazi Jewish
noncarrier women?

ESTIMATED PENETRANCES OF BREAST CANCER GENES FROM FOUR STUDIES

Risk of breast Cancer and Breast Cancer Washington, DC New York
cancer by age Steroid Linkage Consortium Ashkenazi Jewish Breast Cancer

Hormones (3, 4) families (9) Study (1)
Study (2)

40 0.14 0.16 0.15 0.20

50 0.38 0.43 0.35 0.37

60 0.55 0.52 0.54 0.55

70 0.67 0.85 0.56 0.71

80 0.92 – 0.62 0.82
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The Washington, D.C., study of breast
cancer among Ashkenazi Jewish women
estimated the risks to noncarriers of
BRCA1/2 mutations [fig. 1B of (5)]. We
reconstructed the calculations of the
critique using these estimates, reading data
from this figure as accurately as possible
(second table, column 4). When the
analysis incorporates age-specific breast
cancer risk estimates for U.S. Ashkenazi
Jewish noncarrier women, rather than for
all U.S. Caucasian noncarrier women, the
result is striking. The expected number of
BRCA1/2 carriers among 1008 probands is
107 (column 15), very similar to the 104
carriers observed in the NYBCS (column
16). It is reasonable to conclude that the
observed frequencies of BRCA1 and
BRCA2 mutation carriers among NYBCS
probands are consistent with the pene-
trance estimates from the NYBCS.

Easton et al. comment that “there is not
a single quantity known as ‘the pene-
trance.’” We agree and showed this to be
true in the NYBCS. In particular, the
highly significant effect of birth cohort on
breast cancer risk in the NYBCS demon-
strated that penetrance depends on
nongenetic factors. We also agree that
modifiers (either genetic or nongenetic)
may cluster in families, leading to biased
estimates of penetrance (7). However,
results of three analyses demonstrated that
this was not the case in the families of the
NYBCS. As indicated in our Report, the
effect of birth cohort did not cluster within
families, but rather transcended families.
Furthermore, the 11 women with mutations
who reached age 65 without developing
breast or ovarian cancer (i.e., potentially
“low risk” carriers) were members of 11
different families, clearly not evidence of
clustering of modifiers in some lineages.

Finally, risk in low-incidence families was
the same as risk in high-incidence families,
an observation not consistent with familial
clustering of modifiers of penetrance.

Wacholder et al. contend that various
biases in the NYBCS led to inflated estimates
of penetrance of BRCA1 and BRCA2 muta-
tions. We address each point, following the
numbering used in their Letter.

1) In principle, availability of pathology
specimens would enable genotyping of
deceased cancer patients more easily than
genotyping of deceased individuals who
never underwent biopsy. To avoid this bias,
the NYBCS only included deceased sisters,
aunts, or cousins with cancer in the
analysis if all their affected and unaffected
sisters could be genotyped as well, either
directly or through their surviving children.

2) It is not clear whether breast and
ovarian cancer in relatives is more likely to
be overreported or underreported. A recent
analysis (8) suggests that underreporting is
a greater problem than overreporting, with
accuracy decreasing with distance of rela-
tionship. We minimized reporting prob-
lems by obtaining information from
multiple relatives. That is, after a mutation
was identified in a proband, multiple rela-
tives were enrolled and sampled, and
family histories were obtained from each. 

3) Wacholder et al. express concern about
biases that would be introduced by including
distant relatives in the analysis. We were very
much aware of this problem and addressed it
in the following way. Grandmothers could be
included in our analysis even if their sisters
were not available. However, a sister-ship of
great aunts was included or excluded as a unit.
As one would expect, our analysis therefore
included very few great aunts: Among more
than 700 relatives genotyped, only four were
great aunts of a proband. 

4) It is correct that each family in the
NYBCS was ascertained through a single
breast cancer case. Whether such an ascer-
tainment scheme leads to overrepresenta-
tion of multiply affected families can be
evaluated by knowing the proportion of
families ascertained more than once. In the
NYBCS, one of 1008 families was ascer-
tained twice, through a mother and
daughter both diagnosed at participating
hospitals during the ascertainment period.
This mother and daughter were wild-type
for BRCA1 and BRCA2. 

Wacholder et al. state that “carrier rela-
tives from the 52 low-incidence families
constitute half of all carrier women.” This
is not correct; half of all carrier probands
(52 of 104), not half of all relatives, were
from low-incidence families.

5) The 12 cancer centers participating in
the NYBCS differ from one another in that
some are tertiary referral centers and others
community hospitals; some are urban and
some suburban. Income levels of patients
and the proportions of patients who are
Jewish differ among centers as well. The
tertiary referral centers did not have a
higher frequency of mutation carriers than
did other centers. 

6) We addressed the problem of an
unknowable pool of potentially eligible
patients by comparing risks in families of
patients drawn from NYBCS collaborators
with the most different referral patterns. We
were particularly concerned that patients
referred by private physicians would be from
higher-risk families. We hypothesized both
that privately referred patients would be more
likely to carry BRCA1 or BRCA2 mutations
and that the families would be more severely
affected. Our rationale for including a private
partnership of physicians in the NYBCS
collaborative group was to include a probable

L E T T E R S

PREDICTED AND OBSERVED NUMBERS OF BRCA1 AND BRCA2 MUTATION CARRIERS AMONG NYBCS PROBANDS

Breast cancer risk Predicted number of Predicted number of Predicted BRCA1 and
to white females BRCA1 carriers among BRCA2 carriers among BRCA2 carriers among

in age interval NYBCS probands NYBCS probands NYBCS probands

Column: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Age group

<40 0.0044 0.0043 0.005 36.4 37.2 32 26 22.2 22.7 20 11 58.6 59.9 52 37

40–44 0.0056 0.0057 0.01 25.8 25.3 14 12 16.2 15.9 9 11 42.0 41.2 23 23

45–49 0.0095 0.0092 0.03 21.3 22.0 7 11 17.2 17.8 5 4 38.5 39.8 12 15

50–59 0.0143 0.0290 0.05 29.6 14.6 8 15 16.5 8.1 5 5 46.1 22.7 13 20

60–79 0.0204 0.0805 0.08 12.7 3.2 3 3 15.2 3.9 4 6 27.9 7.1 7 9

All ages – – – 125.8 102.3 64 67 87.3 68.4 43 37 213.1 170.7 107 104
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“outlier” group. To our surprise, however, of
the 25 probands referred by private practi-
tioners, all were wild-type for the three
ancient mutations in BRCA1 and BRCA2. 

As we demonstrated in the NYBCS,
women with BRCA1 and BRCA2 mutations
are at very high risks of breast and ovarian
cancer. We hope this reality will not be lost in
the discussion of optimal statistical
approaches. 

MARY-CLAIRE KING, ON BEHALF OF THE NEW YORK

BREAST CANCER STUDY GROUP

Departments of Medicine and Genome Sciences,
University of Washington, Seattle,WA 98195, USA.
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Research Ethics 
and the EPA

IN MANY WAYS, E. SILBERGELD ET AL., IN THEIR
Policy Forum “Human health research
ethics” (13 Aug., p. 949), agree with the
recommendations put forth in our report,
Intentional Human Dosing Studies for EPA
Regulatory Purposes: Scientific and
Ethical Issues (1), which recommends that
the U.S. Environmental Protection Agency
(EPA) require that all human research
conducted for use by the agency, regardless
of who is conducting or supporting the
research, be “approved in advance by an
appropriately constituted Institutional
Review Board (IRB) or an acceptable
foreign equivalent” (p. 133). We further
suggest that the EPA “may wish to use
FDA’s implementation of its equivalent of
the Common Rule as a guide for its adop-
tion of such a requirement” (p. 133).
Although we believe that IRBs are a
crucial part of the system of protection for
research participants, we also conclude that
in some special cases, additional review is
needed. Consider, for example, the
National Institutes of Health’s
Recombinant DNA Advisory Committee,
which reviews gene transfer protocols.
Because of the unique risk-benefit calculus
of human dosing studies conducted for
EPA regulatory purposes, we believe that a
similarly centralized and elevated review is
called for, and we thus recommend that the
EPA establish a Human Studies Review

Board (HSRB) to evaluate intentional
dosing studies both before they are
conducted and after they have been
completed (p. 135). 

The HSRB would supplement the work
of the IRB, and its recommendations would
be advisory. Its principal function would be
to help ensure that the EPA considers only
intentional human dosing studies that meet
the rigorous scientific and ethical stan-
dards specified in our report. The post-
review is intended to provide advice to the
EPA on “whether, and to what extent, the
results should be considered” (p. 135) by
the EPA, something an IRB does not do.
We recommend that the HSRB’s review be
made public, and we call for an assessment
of the HSRB after 5 years (p. 142). We
believe that implementation of the recom-
mendations in our report will ensure the
most protective system for intentional
human dosing studies.

JAMES F. CHILDRESS1 AND MICHAEL R. TAYLOR2

1Institute for Practical Ethics and Public Life,
University of Virginia, Post Office Box 400800,
Charlottesville, VA 22904, USA. 2Risk, Resource,
and Environmental Management Division,
Resources for the Future, 1616 P Street, NW,
Washington, DC 20036, USA.
*Co-chairs,NRC Committee on the Use of Third Party
Toxicity Research with Human Research Participants
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Response 
AS CHILDRESS AND TAYLOR NOTE, WE ARE IN
agreement with the National Research
Council recommendation (1) that the EPA
should ensure that all research it uses is
reviewed by an appropriately constituted
Institutional Review Board (IRB) before
initiation, regardless of the source of
funding. However, the recommendation for
an EPA-sponsored Human Study Review
Board (HSRB) is based on the arguable
assumption that there is a “unique risk-
benefit calculus” for intentional human
dosing studies used by the EPA. In fact, the
same ethical issues arise in human toxicity
testing prior to a clinical trial of a thera-
peutic agent. 

Childress and Taylor do not address the
resolution of a situation where the EPA’s
proposed HSRB disagrees with the IRB of
the investigator. Obviously, the situation is
untenable if the institutional IRB does not
approve the study, and the investigator
appeals to the EPA and gets a counter-
vening approval. 

When a regulatory issue arises, how
would existing literature be handled? A
study that was conducted without intent to
submit to the EPA would not have been

presented to the HSRB. Would that exclude
it from future consideration by the EPA? 

We fail to see how a review after a study
is completed provides any meaningful
protection of the subjects. On the basis of
the EPA’s Advanced Notice of Proposed
Rulemaking (2), we are concerned that
inappropriate considerations, such as
provenance or the potential impact of a
study on a regulation, would be applied in
this retrospective assessment.

In short, we continue to believe that
application of the Common Rule to all
research considered by the EPA is both
necessary and sufficient to protect human
research subjects.

ELLEN SILBERGELD,1 STEVEN E. LERMAN,2

LESLIE J. HUSHKA3

1Johns Hopkins University, Bloomberg School of
Public Health, Baltimore, MD 21205, USA.
2ExxonMobil Biomedical Sciences Inc., Annandale,
NJ 08801, USA. 3Exxon Mobil Corporation,
Houston, TX 77079, USA.
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TECHNICAL COMMENT ABSTRACTS

COMMENT ON “The Evolution of
Modern Eukaryotic
Phytoplankton”
Patrick J. Keeling, John M. Archibald, Naomi
M. Fast, Jeffrey D. Palmer

The portable plastid hypothesis for the evolution of
eukaryotic phytoplankton (Review, Falkowski et al., 16
July, 2004, p. 354) is based on two assumptions:
Endosymbiont-to-host nuclear gene transfer is rare
and secondary plastids arise most often from red algal
endosymbionts. Available evidence contradicts both
claims, and so the hypothesis is unlikely to explain
algal evolution.
Full text at
www.sciencemag.org/cgi/content/full/306/5705/2191b

RESPONSE TO COMMENT ON “The
Evolution of Modern Eukaryotic
Phytoplankton”
Daniel Grzebyk, Miriam E. Katz, Andrew H.
Knoll, Antonietta Quigg, John A. Raven,
Oscar Schofield, F. J. R. Taylor, Paul G.
Falkowski

Based on a comparison of plastid, nuclear, and mito-
chondrial genomes, the portable plastid hypothesis
suggests that a diverse group of extant eukaryotic host
cells obtained their plastids from independent
endosymbiotic events with eukaryotic photosynthetic
organisms.We maintain that because they retain more
genes in their genome, red plastids were more likely to
be successfully acquired than green plastids.
Full text at
www.sciencemag.org/cgi/content/full/306/5705/2191c

Published by AAAS



Comment on
‘‘The Evolution of Modern
Eukaryotic Phytoplankton’’

Falkowski et al. (1) reviewed the evidence

that three disparate groups of algae—

dinoflagellates, diatoms, and coccolitho-

phores, each with plastids derived from red

algae by secondary endosymbiosis—have

come to dominate the oceans_ flora over the

past 250 million years and speculated about

the forces responsible for this domination.

Central to this speculation is the Bportable

plastid hypothesis[ (1, 2), which posits that

the likelihood with which plastids will be

transferred between eukaryotes by secondary

endosymbiosis is directly related to the num-

ber of genes in their genomes. The more genes,

the argument contends, the more portable the

plastid. This hypothesis rests on three claims:

(i) red algal plastids retain more genes than do

green algal plastids; (ii) gene transfer from

the (primary) endosymbiont nucleus to the

(secondary) host nucleus is rare; and (iii) red

algae have been acquired by secondary

endosymbiosis more often than have green

algae. Although the limited number of red algal

plastids examined to date do have more genes

(3), claims (ii) and (iii) are not consistent with

the available data, thus rendering the hypothe-

sis effectively unsupported.

Although red algal plastids may contain

more genes than those of green algae, this

difference pales against the nuclear contribu-

tion to plastid function. All plastid genomes

encode only a small fraction of the proteins

needed for plastid function—at most È10 to

20%, and only È1% in the case of dino-

flagellates. The vast majority of plastid

proteins are encoded by nuclear genes; most

of these genes are derived from the plastid

but have been transferred to the nuclear

TECHNICAL COMMENT

Fig. 1. Algal evolution and the origin and spread of plastids
by endosymbiosis. At the top is the single origin of plastids
by primary endosymbiosis between a cyanobacterium and
a eukaryotic host. This endosymbiont was reduced and
integrated, and part of this process involved the transfer of
hundreds of genes from the cyanobacterium/plastid to the
eukaryotic host nucleus (red arrow). Glaucophytes, red
algae, and green algae all descended from this fully
integrated partnership. Next, plastids spread to other
eukaryotic groups by secondary endosymbiosis (middle).
Green algae were most likely involved in two independent
events, giving rise to euglenids (turquoise) and chlor-
arachniophytes (orange). A single endosymbiosis involving
a red alga probably gave rise to the chromalveolates
(yellow); this group is supported by several molecular
characters and gene trees (plotted on the figure). Plastids
have apparently been lost in ciliates and Cryptosporidium
(and perhaps other lineages), and photosynthesis has been
lost in apicomplexa and many other individual lineages.
Numbers indicate the approximate number of protein genes
in the plastid genomes of the various lineages with
secondary red plastids. Finally, dinoflagellates have
substituted their ancestral plastid several times, most
notably by tertiary endosymbioses involving other chromal-
veolates (a cryptomonad, a haptophyte, and a diatom) and
by serial secondary endosymbiosis involving a green alga
(24).
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genome over time, and their protein products

are now targeted back to the plastid (4, 5).

Indeed, most algae with secondary plastids

have entirely lost their endosymbiont nucleus

and, even where retained, this nucleus is

largely vestigial and encodes only a few

plastid-targeted proteins (6). Therefore, in all

known cases of secondary endosymbiosis,

the host nucleus must have acquired hun-

dreds of genes encoding plastid-targeted

proteins from the endosymbiont nucleus

(Fig. 1). Falkowski et al. (1) state that such

gene transfer Bseldom occurs,[ but all studies

based on single genes, genome surveys, or

complete genomes show this to be clearly

wrong (7–11). In the face of such massive

nucleus-to-nucleus gene transfer, it is very

unlikely that the presence, in green algae, of

a small proportion of additional nuclear

genes encoding plastid-targeted proteins

would substantially hinder the portability of

their plastids.

What about the claim that red algae have

been involved in secondary endosymbiosis

twice as often as have green algae? Current

evidence suggests that the opposite is true.

The Bchromalveolate hypothesis[ (12)—

which posits that all algae believed to possess

secondary red plastids Edinoflagellates, het-

erokonts (including diatoms), haptophytes

(including coccolithophores), cryptomonads,

and apicomplexa^ acquired them by a single

common endosymbiosis—is now supported

by considerable data. First, there are a num-

ber of morphological and biochemical char-

acters that unite some or all chromalveolates,

including plastid membrane topology, stor-

age carbohydrates, flagellar structure, and

accessory pigments. Most important, all photo-

synthetic chromalveolates contain chloro-

phyll c, which is absent from red algae and

best interpreted as a shared derived character

(12). Second, two plastid-targeted proteins—

glyceraldehyde-3-phosphate dehydrogenase

(GAPDH) and fructose-1,6-bisphosphate al-

dolase (FBA)—have unusual evolutionary

histories that are unique to chromalveolates,

which also indicates a common origin of

their plastids (13–15). Third, phylogenies of

concatenated plastid genes support a clade

comprising cryptomonads, heterokonts, and

haptophytes, which suggests that their plas-

tids are derived from a single secondary endo-

symbiotic event (16, 17). Fourth, phylogenies

of individual and concatenated cytosolic

proteins and rRNAs indicate a sister-group

relationship of alveolates (dinoflagellates,

apicomplexans, and ciliates) and heterokonts

but do not yet resolve the position of hapto-

phytes and cryptomonads (18–21). Taken

together, there is increasingly strong evi-

dence for a single, common origin for these

organisms and their plastids, but no strong

evidence for any alternative.

We agree with Falkowski et al. (1) that

there have probably been three independent

secondary endosymbioses of green algae.

Therefore, red algae have most likely been

involved in fewer, not more, secondary

endosymbiotic events than have green algae

(Fig. 1). Does this mean that green plastids

are somehow more portable? The answer is

almost certainly no, because the total number

of secondary endosymbioses is so low and

the differences between these small numbers

(four versus two, or one versus three) are in-

substantial.

The foundations of the portable plastid

hypothesis do not hold up to scrutiny. This is

broadly important because the emerging view

that Bred[ secondary plastids probably origi-

nated only once has obvious implications for

how we interpret not only the process of

endosymbiosis but also the fossil record, the

evolutionary history of marine algae and their

plastids, and their role in shaping today_s
oceans.
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Response to Comment on
‘‘The Evolution of Modern
Eukaryotic Phytoplankton’’

Falkowski et al. (1) examined when, why,

and how a diverse group of eukaryotic phy-

toplankton, which overwhelmingly contain

red plastids, rose to ecological prominence in

Mesozoic time and continue to dominate the

contemporary oceans. Our analysis included

the fossil record of thecate dinoflagellates,

coccolithophores, and diatoms; biochemical

composition of extant taxa and their phylo-

genetic relationships; geochemical recon-

structions of ocean paleochemistry; eustatic

changes in sea level; and ecosystem inter-

actions. One facet in our analysis was the

portable plastid hypothesis (2), which was

included to accommodate the observation

that several distinct clades of eukaryotic algae

(e.g., heterokonts, haptophytes, cryptophytes,

and dinoflagellates) contain secondary plastids

derived from a common ancestral red alga.

A comparative analysis of plastid genomes

led Grzebyk et al. (2) to conclude that

not only are more genes retained in red

plastids than in green plastids but also many

of the retained genes play critical roles in

photosynthetic electron transport and carbon

fixation. For example, genes that encode key

components of both photosystems, ferre-

doxin, the ATP synthase and, perhaps most

important, the small subunit of ribulose 1,5-

bisphosphate carboxylase/oxygenase are pres-

ent in extant red, but not green, plastids.

Although originally based on a small number

of plastid genomes, the hypothesis subse-

quently has been supported by analyses of

other chromophytes (3, 4). Based on phylo-

genetic analyses of nuclear and mitochondrial

genomes, the hypothesis assumes that the

cells serving as hosts to secondary red plas-

tids do not share a recent common ancestor

and, hence, that the plastids in each clade

were obtained from independent endo-

symbiotic events (5, 6). As such, the portable

plastid hypothesis implicitly conflicts with

the Bchromalveolate hypothesis[ (7), which

proposes that all algae believed to possess

secondary red plastids acquired them by a

single common endosymbiosis.

There is some evidence that secondary red

plastids are derived from different taxa within

the red algae (8, 9). However, most analyses

that consider the phylogeny of plastid-

encoded genes, as well as plastid-targeted

genes encoded in the nucleus, indicate that

all secondary red plastids are derived from

a common ancestral algal clade (10–12). In

contrast, however, phylogenetic analyses of

nuclear-encoded genes that are not plastid tar-

geted (e.g., 18S rRNA and cytosolic GAPDH)

do not support the proposition that crypto-

phytes, haptophytes, heterokonts, and alveo-

lates (including dinoflagellates) recently

diverged from a common ancestor (5, 13–16).

Similarly, mitochondrial genome analyses

and ultrastructural features do not comport

with a recent common ancestor of chromo-

phyte host cells (17, 18). Paradoxically, there

is evidence that the ancestor of heterokonts

and alveolates was not photosynthetic. Thus,

while the chromalveolate hypothesis is con-

sistent with current phylogenetic data that

support a common origin of all secondary red

plastids, it is not strongly supported by phylo-

genetic analyses of the host cells.

A major problem with the chromalveolate

hypothesis is that it requires multiple plastid

losses in the evolution of alveolates and het-

erokonts. If the basal groups of alveolates

and heterokonts contained a plastid, how and

why did nonphotosynthetic alveolates, such

as Ciliates, Colpodellids, and Perkinsids

(19), and several basal groups of dinoflagel-

lates, lose their plastids? Plastid losses must

also be invoked to account for basal hetero-

trophic heterokonts (20). Plastid losses are

not explained by the chromalveolate hypoth-

esis but are not required by the portable

plastid hypothesis. Hence, while the

chromalveolate hypothesis aims at making a

single red plastid acquisition the most parsi-

monious event in the evolution of secondary

symbionts, it is hardly the most parsimonious

hypothesis.

Plastid portability is not limited to sec-

ondary endosymbiosis of red plastids, but

also holds for tertiary endosymbioses and

kleptoplastidy. Tertiary red plastids were

acquired on at least three occasions in

dinoflagellates: from cryptophytes, diatoms,

or haptophytes. There are no known tertiary

green plastids. Kleptoplastidy (the capability

for heterotrophic organisms to temporarily

retain functional photosynthetic plastids

from algal prey) occurs in dinoflagellates,

ciliates, foraminifera, and mollusks. The vast

majority of the retained plastids are obtained

from chromophytes (21, 22).

Although the vast majority of plastid-

targeted genes present in the primary algal

cell nucleus were clearly transferred to the

secondary host as part of the endosymbiotic

process, secondary plastid associations are

relatively rare. Assuming that all secondary

red plastids originated from a single endo-

symbiotic event (as the chromalveolate hy-

pothesis proposes) would give even more

support to this claim. Although Keeling et al.

(23) claim that red plastids are no more

portable than green plastids, secondary green

plastid-containing algae are rare in the

contemporary oceans. If green plastids were

as portable as red plastids, why is the eu-

karyotic phytoplankton community in the

contemporary ocean dominated by such a

diverse group of secondary symbionts that

contain red plastids?

Although we believe that current ge-

nomic data support the portable plastid

hypothesis, the explosion of genomic infor-

mation expected in the next several years

will provide the opportunity to test this hy-

pothesis and the competing chromalveolate

alternative.
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W
hat was the cost of your last pre-
scription? Did it work as intend-
ed, have no effect, or actually

make you sicker? Would something that
cost half as much have worked just as well?
The fact that most patients—and doctors—

in the United States
don’t know the an-
swers to these ques-
tions means that we
are probably not
getting good value
for the money that
we spend on pre-
scription drugs. Be-
cause spending for
prescription drugs
has been the fastest-
growing component
of health spending
for the past 5 years
(increasing at rates
from 13.4% to 19.7%
per year) and is
forecast to be $205
billion in 2004 
(or 11.5% of total
health spending),
our collective igno-
rance about the costs,
risks, and benefits

of prescription drugs is an important social
problem.

Two recent books offer very different
views of this problem and its solutions. The
titles of the books say a lot about their tone
and content. In The Truth About the Drug
Companies: How They Deceive Us and
What To Do About It, Marcia Angell (a for-
mer editor-in-chief of the New England
Journal of Medicine) contends that the root
of the problem is the pharmaceutical indus-
try. In Powerful Medicines: The Benefits,
Risks, and Costs of Prescription Drugs,
Jerry Avorn (a professor at Harvard
Medical School) sees the problem as stem-
ming from a failure of public policy to con-
front a handful of unavoidable trade-offs.
For example, reducing intellectual property
protection for new drugs leads to lower
drug prices but weakens incentives for re-
search, development, production, and dis-

tribution. More stringent regulation of drug
approval decreases the chance that a harm-
ful drug will reach consumers but increas-
es the chance that a beneficial one will be
kept off the market. Limitations on adver-
tising and promotion diminish the opportu-
nities to mislead doctors and patients but
also reduce the opportunities to inform
people about promising new therapies. 

Both books have something to offer, but
Powerful Medicines characterizes the prob-
lem more accurately—and provides sug-
gestions for policy reform that are more
likely to succeed.

The strongest aspect of The Truth About
the Drug Companies is Angell’s effort to
raise public awareness about the extensive
conflicts of interest in the current system.
To pick three that she discusses: (i) Many
studies of drugs’ effectiveness are financed
by their manufacturers. Even if each study
is conducted impartially, the fact that a
manufacturer is more likely to publish
studies that are favorable to its product—
there is no legal requirement that compa-
nies publicize negative results—may lead
doctors and the public to believe that new
drugs are better than they actually are. (ii)
The majority of the costs—
over 60% in 2001—of the
continuing medical educa-
tion that doctors must re-
ceive in order to maintain
their licenses is financed by
pharmaceutical firms. (iii)
Although it is illegal to pay
a physician to prescribe a
specific drug, pharmaceuti-
cal firms can purchase data
on doctors’ prescribing
habits in order to “target”
their marketing and promo-
tional activities.

The weakest aspect
of Angell’s account is
its economic and poli-
cy analysis. For exam-
ple, the book claims
that “it is very hard to
make a case that lower
prices would reduce
R&D [research and de-
velopment] spending.
In fact, whether price
regulation would cut in-
to R&D would depend

entirely on whether the industry wanted it
to.” Because pharmaceutical firms (like all
firms) want to maximize their profits, the
question is how price regulation affects the
relationship between R&D spending and
profit. An extensive economic literature
(with its own strengths and weaknesses) has
generally found that price regulation reduces
research and development, but this finding
is hardly discussed in the book. Angell’s
analysis of pharmacy benefits management
firms (PBMs)—administrators of prescrip-
tion drug benefits for large buyers of health
services—also falls short: “Whether on bal-
ance PBMs lower costs for their customers
is impossible to say, since their transactions
are anything but transparent. My guess is
that they add to costs, since they are just one
more hand in the till.” These firms may be
another hand in the till, but if they ultimate-
ly lead to higher costs, why do so many large
employers (which can hardly be character-
ized as unaware of or unconcerned with the
costs of prescription drugs) voluntarily en-
list them to manage their employees’ health
care? Angell’s book does not say.

Powerful Medicines offers an engaging
combination of clinical case studies; a
comprehensive review of the medical liter-
ature on the costs, risks, and benefits of
prescription drugs; and practical policy
analysis. The book is divided into five
parts: benefits, risks, costs, information,
and policy. The first three parts explain the
trade-offs that we must confront. “Benefits”

uses the case of hor-
mone-replacement thera-
py as a parable to illus-
trate why randomized
controlled trials are the
gold standard for evalu-
ating the safety and ef-
fectiveness of prescrip-
tion drugs. (Until the
1990s, postmenopausal
women were routinely
prescribed synthetic es-
trogens at least in part to
prevent heart disease; in
1998, a randomized con-
trolled trial showed that
estrogens actually in-
creased the risk of heart

attack.) “Risks” provides the
most readable narrative expla-
nation of medical risk-benefit
analysis that I have encountered.
“Costs” does the same for cost-
effectiveness analysis—for a
more technical explanation, see
Alan Garber’s article “Advances
in Cost-Effectiveness Analysis”
(1). The book’s last two parts C

RE
D

IT
S:

(T
O

P)
 R

O
YA

LT
Y-

FR
EE

/C
O

RB
IS

;(
BO

TT
O

M
) 

PE
G

G
Y

 &
 R

O
N

A
LD

 B
A

RN
ET

T/
C

O
RB

IS

The reviewer is at the Graduate School of Business
and Hoover Institution, Stanford University, Stanford,
CA 94305, USA. E-mail: fkessler@stanford.edu

H E A LT H  C A R E

Toward Better Drugs for Less
Daniel Philip Kessler

The Truth About
the Drug

Companies
How They Deceive

Us and What
To Do About It
by Marcia Angell

Random House, New
York, 2004. 325 pp.
$24.95, C$34.95. ISBN
0-375-50846-5.

Powerful Medicines
The Benefits, Risks,

and Costs of
Prescription Drugs

by Jerry Avorn

Knopf, New York, 2004.
457 pp. $27.50, C$39.95.
ISBN 0-375-41483-5.

BOOKS et al.

24 DECEMBER 2004 VOL 306 SCIENCE www.sciencemag.org
Published by AAAS



2193

C
RE

D
IT

:C
O

LU
M

BI
A

/T
H

E 
KO

BA
L 

C
O

LL
EC

TI
O

N

provide some ideas for grappling with
these trade-offs. Two of these suggestions
stand out:

First, Avorn advocates a more subtle ap-
proach to drug approval. At present, the
U.S. Food and Drug Administration (FDA)
approves drugs as long as they are shown
to be “safe and effective.” In other words,
to gain approval, a drug need not be safer
or more effective than existing therapies
and need not be cost-effective at all. Why
must drug evaluation be limited to a binary
designation? As Powerful Medicines points
out, the FDA currently puts the most prom-
ising new-drug applications on a fast track
for evaluation. Why not expand this distinc-
tion to the final approval itself, allowing or
requiring the FDA to categorize approved
drugs more finely? The book suggests one
possible mechanism for doing so.

Second, Avorn proposes a public-private
partnership to inform practicing doctors
about the costs, risks, and benefits of pre-
scription drugs. Pharmaceutical firms cur-
rently employ vast sales forces of “detail-
ers,” who visit individual doctors to 
promote the use of particular prescription
drugs. Detailers are obviously an effective
marketing tool; if they were not, for-profit
firms would not employ them. Why
shouldn’t patients—perhaps through a se-
ries of partnerships between the govern-
ment and large private purchasers of pre-
scription drugs—adopt the same strategy
in order to pursue our collective interest in
the appropriate, cost-effective use of pre-
scription medicines? Avorn provides some
evidence—based on randomized controlled
trials he has carried out and the experience
of the Australian National Prescribing
Service—that provision of information on
prescription drugs by neutral, noncommer-
cial detailers effectively improves doctors’
prescribing habits. Indeed, as the author
points out, large managed-care organiza-
tions have already begun to do this.

Both books, however, neglect what (to
an economist) is an obvious and essential
part of the solution: reform the federal tax
code to reduce or eliminate the powerful
impetus it presently provides for patients to
remain unconscious of the true cost of
health care. Under current law, the employ-
er-paid portion of health insurance costs is
generally deductible to the employer and
excludable from the calculation of both in-
come and payroll taxes by the employee; in
contrast, out-of-pocket expenditures must
be made from after-tax income. This policy
makes people insensitive to the true cost of
health care in two ways: First, the exclu-
sion from taxable income of compensation
paid in the form of health insurance makes
buying health care look less expensive than
it really is. Second, the exclusion makes

buying health care through insurance in
general—and low-deductible, low-copay-
ment insurance in particular—look less ex-
pensive than health care bought with out-
of-pocket dollars.

As a consequence, individual patients
and physicians have weak incentives to
contain or even learn about costs, which
leads them to use health services in unpro-
ductive ways [for empirical evidence, see
(2)]. Avorn is not unaware of this problem;
he observes that “participants in frontline
drug purchasing decisions have until re-
cently been about as cost-conscious as
players in a late-night game of Monopoly
after a few beers.” Taken together, tax re-
form and the two principal recommenda-
tions made in Powerful Medicines hold sig-
nificant promise to improve the U.S. health
care system.
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Murder They Wrote
Richard A. Posner

T
o begin, A Cultural History of
Causality is mistitled. It is not, as one
might think, a book about the history

of concepts of causation: Hume, Kant, nec-
essary versus sufficient condi-
tions, covering laws, and the
like. That would be a very in-
teresting account. Stephen
Kern’s is a less interesting
book—though thoughtful and
carefully done, the fruit of con-
siderable research by a cultural
historian—about how, since
the Victorian era, the changes
in views concerning the causes
of murder have been reflected
in crime novels (also movies),
both highbrow and lowbrow. 

In the 19th century, under the influence
of Darwin, causes of murder were often
sought in an ancestral trait, human or ani-
mal. With the rise of Freud, the causes of
crime were often searched for in some
childhood trauma or fantasy. Then came
modern neuroscience, and more precise bi-
ological causes were posited. This is a vast

oversimplification of a very long, dense
book, but it will give you the basic idea.
From his history, Kern concludes that the
causes of murder—as they are understood
by natural scientists, social scientists, and
philosophers and then picked up in litera-
ture—are ever more numerous, specific,
and precise, but by the same token more
uncertain because more complex.

The science deployed in the book is, so
far as I can judge, accurate; and it is lucid-
ly expounded. There is an odd detour,
though, into quantum theory. It is odd be-
cause, as Kern acknowledges, no one has
thought to seek the causes of crime in be-

havior at the atomic or sub-
atomic level. What is true, but
would be relevant only to a very
different kind of book—the
kind I suggested would be more
interesting than Kern’s—is that
quantum theory’s apparent vio-
lation of the laws of causality
provides food for thought about
concepts of causation. But that
is not Kern’s subject.

It should be, in the follow-
ing sense: without some notion
of the social or human function

of ascriptions of causality, it is difficult to
talk intelligently about the “causes” of
crime. Every event has multiple causes, as
Kern insists. But society, or observers, usu-
ally are interested in just one cause and call
that “the” cause to mark their interest.
From the standpoint of a neuroscientist, the
cause of a murder might be neuronal activ-
ity in the brain; from the standpoint of an
abortion-rights activist, it might be the fail-
ure of the murderer’s mother to have abort-
ed an unwanted child; from the standpoint
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T
wenty per cent of the world’s popula-
tion falls ill. One in every hundred of
those ill is hospitalized (if enough

beds are available). Seven million deaths
occur in a few months and 28 million are

hospitalized. This is
how the next in-
fluenza pandemic
might look, accord-
ing to optimistic es-

timates (1, 2) (see the figure, this page).
Estimates from other models are far more
frightening, but even this best-case scenario
is cause for considerable concern.

The events leading to influenza pan-
demics are recurring biological phenome-
na and cannot be prevented. Influenza pan-
demics are caused by sudden emergence of
a new influenza subtype in humans. New
subtypes most probably derive from the
vast animal influenza reservoir, where 15
different influenza A subtypes freely circu-
late, mainly in aquatic migratory birds.
Only two subtypes (H3 and H1) are
presently circulating in humans. If a sub-
type extends its host range to include hu-
mans, it will ignite the next pandemic. A
pandemic virus will cause moving waves
of outbreaks in humans lasting 1 to 2
months in a given region and complete its
global spread in less than 8 to 12 months.
During this time, it will cause a global
health emergency. It would probably, as a
strong competitor, replace the currently
circulating subtypes. Finally, the pandemic
virus will settle down to cause much
milder seasonal epidemics, until the next
pandemic virus takes over. Three to four
influenza pandemics have occurred each
century, and there is no reason to believe
this century will be spared.

With the unprecedented outbreak of
avian influenza in Asia (caused by H5N1),
the world has come closer than ever to the
first pandemic since 1968. The currently
very widely circulating avian H5N1 strain
has already caused disease in at least 44
persons and killed 32 of them. It is not eas-
ily transmissible between humans. How-

ever, it is feared that this would quickly
change if, for example, it picks up a few
genes from a human influenza virus during
a coinfection; this change would ignite a
new influenza pandemic.

All existing data suggest that vaccines
would be the best line of defense against the
high morbidity and mortality invariably as-
sociated with influenza pandemics. How-
ever, vaccines have never been used to any
large degree during a pandemic, including
the last two, in 1957 and 1968, when vacci-
nation against seasonal influenza was fully
established. There are several reasons, all
associated with sudden emergence of the
pandemic virus and the small window for
interventions (6 to 10 months) before the
virus had completed global spread.

Delayed recognition may have arisen
from inadequate surveillance systems
and/or from an increase in human transmis-
sibility so gradual it escaped early detec-
tion. Preparing a prototype seed virus for
vaccine manufacturing took much too long.
Preclinical and clinical vaccine testing was
difficult and an optimal formulation (con-
tent of vaccine virus, number of doses, etc.)
could not be established. Vaccine produc-
tion capacity was extremely limited, and
strategies for antigen sparing (using less
vaccine virus per dose to achieve equivalent
vaccine efficacy) remained unexplored.
Finally, the regulatory pathways were not
fixed by licensing agencies, which created
uncertainty about requirements for testing
and manufacturing of a safe and effective
pandemic vaccine.

Most of the technical obstacles that pre-
cluded availability of a vaccine at the start
of a pandemic have now been overcome.
Human disease surveillance systems, al-
though far from perfect, have become more
sensitive, and case reporting is now more
reliable. Laboratories in the WHO Global
Influenza Surveillance Network can rapid-

ly assess emerging field strains
and provide prototype strains for
vaccine production. Although
new avenues for rapid influenza
vaccine production during pan-
demics are being pursued (e.g.,
cell culture vaccines and recom-
binant antigen production), they
are not yet available. A major
breakthrough has been develop-
ment of laboratory methods to
design pandemic vaccine proto-
type strains rapidly and with
predictable characteristics, such
as the absence of avian patho-
genicity. This allows vaccine

manufacturing in eggs and compliance
with biosafety requirements for production
plants. Furthermore, annual influenza vac-
cine production capacity, although still in-
sufficient to meet an explosive global de-
mand, has doubled during the last 10 years
alone, reaching almost 0.9 billion doses of
a monovalent vaccine. 

Finally, major national and internation-
al licensing agencies have published safety
and efficacy requirements for pandemic
vaccine registration, thus providing a pre-
dictable regulatory environment in which
companies can plan vaccine testing and de-
velopment. Such registration, which can be
done with any influenza subtype of pan-
demic potential, is the condition that every
manufacturer must fulfill to receive market
authorization for making a pandemic vac-
cine, regardless of when the next pandem-
ic occurs and which strain causes it. 

Currently, manufacturers would need
an estimated 6 to 8 months to advance a
pandemic influenza vaccine to obtain reg-
istration and begin commercial production 
(excluding ~2 months for vaccine proto-
type development). If this development
process only begins once the pandemic
virus has started to spread, the virus will
probably cover the world before large-scale
manufacturing can be initiated.

Unfortunately, that would be the current
reality. No “template” influenza pandemic
vaccine has been licensed by any company.
The formulation of an efficient H5N1 pan-
demic vaccine has not been established by
clinical trials, nor are antigen-sparing for-
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mulations known. Should a pandemic virus
emerge at the end of 2004, most manufac-
turers would need to start the groundwork
of pandemic vaccine testing and registra-
tion: upgrading production facilities to ful-
fill biosafety requirements; preparation of
master and production seed; and initiation
of laboratory, animal, and clinical trials.
Pandemic vaccine production would not
begin before mid-2005, and significant
amounts would not be available until sever-
al months later.

Slow progress of influenza pandemic
vaccine development is no longer caused
by insurmountable technical hurdles. The
hurdles are political and economic in na-
ture. Uncertainty over a viable market pre-
vents companies from investing in pandem-
ic vaccine development, and many govern-
ments see no reason to step in, as availabil-
ity of pandemic vaccines is not considered
a public health good. This is surprising in
view of the expected benefits of influenza
vaccination during a pandemic. If only
10% of the world population were vacci-
nated, the death toll, hospitalizations, and
disease would likely be cut at about the
same rate. 

For the first time in history, the virus
subtype of a possibly looming pandemic is
known, and a vaccine against it could be
stored for immediate use at the start of effi-
cient human-to-human transmission. WHO
is therefore recommending creation of na-
tional and international stockpiles of H5N1
vaccine, for emergency use in affected areas
and as a defense strategy for slowing inter-
national spread. This might allow more time
to increase vaccine supplies, especially if it
acts as an incentive to vaccine companies. 

Of the nearly 10 companies that repre-
sent about 90% of the global production ca-
pacity, five have begun or finished with
seed development for H2, H5, H7, or H9
influenza A subtypes. Only three have tak-
en the next steps and are preparing small
batches of an H5N1 pandemic vaccine for
clinical testing, scheduled for early 2005.
One other company has completed trials
with an H2 virus and will request licensing
shortly. Many of the remaining companies
have plans to consider seed development,
after mid- to end-2005, and clinical testing,
pending external funding. 

A recent WHO meeting (3) has outlined
several avenues to overcome the key hur-
dle, the lack of market forces, and to save
time in pandemic vaccine development. It
is hoped that governments will create in-
centives. The National Institutes of Health
support clinical trials with H5N1 influenza
vaccines for companies with seasonal in-
fluenza vaccines licensed in the United
States. In addition, government purchase
of 2 million doses of an H5N1 vaccine cer-

tainly facilitated the manufacturers’ deci-
sion to invest in vaccine seed development.
The Japanese Ministry of Health will
spend US$ 1.2 million in 2005 to assist
with pandemic vaccine development by
the country’s four influenza vaccine manu-
facturers and is considering additional
support in 2006. The French government is
negotiating a national stockpile of an
H5N1 vaccine with a domestic company
that is already investing in pandemic vac-
cine development. 

International coordination to facilitate
simultaneous clinical trials for vaccine li-
censing and studies on antigen-sparing
strategies is also essential. Coordination
will include rapid exchange of preclinical
and clinical study results to avoid duplica-
tion. Regulatory coordination would facili-
tate defining expectations for immunogenic-
ity studies and clinical trials and support
standardization.

Influenza vaccine manufacturers should
develop contingency plans to expedite the
rapid switch from epidemic to pandemic
vaccine production, considering the need
for reallocation of intracompany vaccine
production, filling, packaging, and distri-
bution resources. Furthermore, govern-
mental agencies of countries that plan vac-

cine use during pandemics need to address
the liability issues that will arise during
mass immunization campaigns. 

If these measures were implemented,
the time between the start of a pandemic
and the start of commercial-scale produc-
tion could be reduced by at least 6 to 8
months. Each day of manufacturing
gained could represent at least 5 million
additional doses, if global influenza vac-
cine manufacturing is operating at its full
potential. 

In the long term, manufacturing capaci-
ty can only be increased sustainably
through augmented use of vaccines for sea-
sonal epidemics of influenza. Capacity to
manufacture a pandemic vaccine is de-
pendent on existing production capacity,
which is driven by the annual demand for
vaccines for seasonal influenza. 

Almost all manufacturing capacity for
influenza vaccines is concentrated in the
industrialized world (~65% in Europe
alone), and almost all seasonal influenza
vaccine is used there (see the figure, this
page). Affluent countries also have the
means to support domestic manufacturers,
if they consider pandemic vaccines a public
good. Furthermore, the attention these
countries attach to pandemic vaccine devel-
opment will also influence how much, if
any, influenza vaccine will be left for non-
producing countries, as governments have
historically nationalized production of vital
medicines only until domestic demand was
satisfied. 

Will vaccines be available for the next
influenza pandemic? Yes, but there is no
doubt that current production capacity is
insufficient to meet, within a few months,
world need for vaccine during an influenza
pandemic. The better we prepare now, the
more vaccine will eventually be available
hopefully also for nonproducing coun-
tries. The window of opportunity for
coordinated and rapid action is still
open. It can only be hoped that the
national and international public health
communities will live up to the expec-
tations of the population at risk for the
next influenza pandemic: everybody.
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O
ne of the most pressing questions
concerning future climate change
is how it will affect the terrestrial

vegetation (1). Nowhere is this more hotly
debated than in the tropics, where the fu-
ture of the Amazon rainforest (2) and the
continued viability of current agricultural
practices (3) are at stake. Studies of past
climates may elucidate how quickly vege-
tation can respond to climate change.
Recently, Hughen et al. (4) reported that
tropical vegetation in Venezuela has in the
past responded to climate change within
less than 50 years. In contrast, Jennerjahn
et al. report a vegetation response time of
1000 to 2000 years in northeast Brazil [see
page 2236 (5)].

Does this difference mean that there is a
conflict in our understanding of the effect
of climate change on tropical vegetation?
On the contrary: The difference between
the estimated ecological response times in
(4, 5) may provide valuable insight into
how different parts of the tropics respond
to rapid climate changes. As the study by
Jennerjahn et al. (5) shows, climate thresh-
olds and ecological or vegetation thresh-
olds are not always the same.

Usually, comparison between past land
and ocean records is difficult, because the
errors in dating each record can be larger
than the lead and lag times that are being
studied. This problem is solved by
Jennerjahn et al. (5) who, like Hughen et
al. (4), look at vegetation and climate
records in the same marine sediment core.
As long as there are no delays in the trans-
port of either the continental or oceanic
signal to the marine sediment, the lead and
lag times between climate and vegetation
can be looked at in detail.

Jennerjahn et al. (5) study a marine sed-
iment core from the continental margin off
the northeast coast of Brazil. They focus
on the last “Heinrich event,” a cool period
accompanied by ice rafting in the North
Atlantic that lasted from about 17,500 to

15,500 years ago. At the beginning of the
event, they observe a substantial increase
in the amount of iron deposited in their
marine core, suggesting a sharp increase in
continental erosion from enhanced rainfall
(5). This increased rainfall is accompanied
by an increase in pioneer vegetation, as in-
dicated by moss fern spores. A major in-
crease in tree pollen and tree fern spores,
showing the development of gallery and

montane forest, does not occur until 1000
years later.

Today, northeast Brazil has a semiarid
climate. A dry period of 8 months per year
prevents the development of rainforest,
which cannot survive dry periods of more
than 4 months. Jennerjahn et al. (5) sug-
gest that there may have been a substantial
increase in the amount of rainfall and the
duration of the wet season at the start of the
Heinrich event, but that the dry season still
lasted more than 4 months, preventing the
development of forest. Only later in the
Heinrich event was this ecological thresh-
old of four dry months crossed, allowing
the development of forest in northeast
Brazil (see the figure, middle panel).
Different dry season lengths may thus pro-
duce a more sensitive and direct relation-
ship between climate and vegetation in
Venezuela (4) than in northeast Brazil (5).

Ecological thresholds are not unique to
the tropics. On page 2231 of today’s issue,
Tzedakis et al. (6) study pollen records in a
marine core from southwest Europe. They
show that the duration of tree cover can be
shorter than the length of interglacial peri-
ods (as defined by periods of low global ice
volume). This observed shortened period of
tree cover seems to be caused by millennial-
scale climate deteriorations during each in-
terglacial. These short, cold dry events trig-
ger an ecological threshold, causing tree

AT M O S P H E R E

Ecological Versus
Climatic Thresholds

Mark Maslin

The author is at the Environment Change Research
Centre, Department of Geography, University College
London, London WC1H 0AP, UK. E-mail:
mmaslin@geog.ucl.ac.uk

PERSPECTIVES
C

RE
D

IT
:A

D
A

PT
ED

 F
RO

M
 (

8)

C1

C1

C1

C2

C2

C2

V
eg

et
at

io
n

 v
ar

ia
b

le
 (

%
 t

re
es

)

Climate variable (dry season length)

V
eg

et
at

io
n

 v
ar

ia
b

le
 (

%
 t

re
es

)
V

eg
et

at
io

n
 v

ar
ia

b
le

 (
%

 t
re

es
)

1

1

1

2

23

2

The vegetation–climate relationship. Here,
the climate and vegetation variables are exem-
plified by the tropical dry season length and
percentage of land cover by trees, respectively.
(Top) The vegetation does not vary greatly be-
tween points 1 and 2 despite large changes in
climate (9). (Middle) When the controlling cli-
mate variable drops beneath the critical thresh-
old point C1 (for example, a 4-month dry sea-
son), there is a major change in the vegetation
[such as a significant increase in tree cover (5)].
When the climate variable returns to its origi-
nal state, the vegetation at first resists the cli-
matic change (the rainforest recycles moisture,
allowing it to survive longer dry seasons), but
eventually returns to its original level (point 1)
and is thus reversible. (Bottom) The controlling
climate variable crosses the second critical
threshold C2; however, returning the climate
variable to its original state does not reverse
the vegetation change and the vegetation re-
mains at point 3 [see, for example, (2, 6)]. An
additional change to the climate variable is re-
quired to overcome the bifurcation and return
the vegetation to its original level at point 1. If
this additional change is not possible within the
system, the threshold crossing becomes irre-
versible.
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populations to crash; the vegetation does
not necessarily recover when the climate re-
turns to normal interglacial conditions. The
pollen records are mirrored by variations in
the Antarctic atmospheric methane record
(6), suggesting a more global vegetation re-
sponse to these events and subsequent lack
of recovery.

The results of Tzedakis et al. (6) imply
that in some areas, the relationship between
climate change and vegetation is not re-
versible. This observation has important
implications for future climate change, be-
cause it suggests that once an ecological
threshold has been crossed, a return to the
previous climatic conditions does not guar-
antee a similar reversal in vegetation (see
the figure, bottom panel). This sort of bi-
furcation has previously been suggested for
the relationship between surface ocean
salinity and the rate of deep-ocean circula-
tion (7), but it may be more prevalent in the
climate system than previously thought (8).

Why are climatic and ecological thresh-
olds so different? The distribution of differ-
ent vegetation types, or biomes, is con-
trolled by a number of different climatic
factors, such as annual and seasonal tem-
perature, annual and seasonal precipitation,

and the atmospheric carbon dioxide con-
centration (9). Jennerjahn et al. (5) provide
an excellent example of a tropical ecologi-
cal threshold that is primarily controlled by
the duration of the dry seasonal and not the
total annual rainfall. But it is also important
how these climatic factors interact. For ex-
ample, until recently it was assumed that
large parts of the Amazon rainforest could
not survive glacial climates. There is, how-
ever, growing evidence that the majority of
the Amazon rainforest survived the climatic
threshold of the last ice age (10). Modeling
suggests that the colder glacial tempera-
tures counterbalanced the worst effects of
the drier conditions and lower atmospheric
carbon dioxide concentrations by reducing
water and carbon loss (9). In the case of the
Amazon, the combination of two different
climatic thresholds—aridity and cooling—
did not produce a significant ecological
threshold (see the figure, top panel).

Given the right set of climatic changes,
vegetation distributions can vary on time
scales of less than 50 years (4). However,
the reports of Jennerjahn et al. (5) and
Tzedakis et al. (6) illustrate that unless we
understand ecological thresholds and their
relationship to climate change, we cannot

predict how or when vegetation will change
as a result of global warming. Moreover, we
do not know whether these changes will be
reversible. 
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T
he apparent paucity of deep-sea bio-
ta led the 19th-century biologist
Edward Forbes to question the very

existence of life at depths greater than 550
m. Subsequent oceanographic expeditions
soon laid Forbes’ “azoic theory” to rest,
with discoveries of a diverse and abundant
marine fauna flourishing in the greatest
depths of the oceans. In parallel ways,
contemporary microbial surveys are ex-
panding the range of known habitats
where microbial life thrives. On page 2216
of this issue, D’Hondt and colleagues (1)
now report evidence for metabolically di-
verse and active microbial communities
buried deep within marine sediments near-
ly 0.5 km below the seafloor (see the fig-
ure). Using chemical clues hidden deep
within marine sediment cores, these inves-
tigators infer how subseafloor microbes
eat and breathe (1). They suggest that cer-
tain microbial activities deviate substan-
tially from standard models (2) of micro-

bial metabolism in subseafloor sediments. 
How important are the microbial com-

munities buried deep within the marine
sediments that overlay two-thirds of
Earth’s surface? Counting microbes under
the microscope (which does not distin-
guish living from dead organisms) reveals
that substantial numbers of microbes must
exist in deep seafloor sediments (3).
Quantitative estimates indicate that the
vast majority of these sediment-associated
microbes (97% or so) reside in the upper
600 m of sediment (3, 4). Microbial cell
numbers range from 108 cells per gram of
sediment just below the seafloor, to about
104 cells per gram of sediment 0.5 km
deep in the subsurface (3). This substantial
subsurface microbial biomass raises a
number of interesting questions. Do these
microbes represent well-preserved rem-
nants of a microbial burial at sea? Alter-
natively, do these organisms thrive active-
ly in the subsurface and, if so, what do
they eat and how do they breathe? Does
microbial activity vary with the depth and
geochemical gradients found deep within
the sediments? D’Hondt et al. (1) begin to
answer these questions with their analyses

of deep-sea sediment cores recovered from
the equatorial Pacific Ocean off the coast
of Peru. Some of their conclusions are
rather unexpected.

Comparative analyses of the geochem-
istry of subseafloor sediment cores is pro-
viding new insights into subsurface micro-
bial life. The sediment cores collected by
D’Hondt et al. were sampled to depths of
420 m. Samples include those from the
Peruvian shelf, the Peru Trench, and fur-
ther offshore from open-ocean sediments.
Similar to previous studies (3), D’Hondt et
al. discovered remarkable numbers of mi-
crobes in sediment samples, which de-
creased with increasing sediment depth.
These investigators also measured poten-
tial respiratory electron acceptors (oxi-
dants), including sulfate and nitrate. The
flux of these oxidants can serve as markers
of specific microbial activities, because
certain microbes use them to respire in the
absence of oxygen. The occurrence and
distribution of other microbial metabolic
by-products—carbon dioxide, ammonia,
sulfide, methane, manganese, and iron—
also provide metrics of microbial activity.
Profiles of these biologically processed
compounds paint a picture of how micro-
bial activities may be partitioned in the
deep sediment, and serve as indicators of
which metabolic pathways are crucial. 

Throughout their sediment cores,
D’Hondt and co-workers found abundant
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evidence for the “usual suspects”—that is,
previously identified biochemical activities
of sediment-associated microbes. These
processes include carbon oxidation, methane
production and consumption, and reduction
of sulfate, nitrate, and manganese. The exis-
tence of these processes deep within marine
sediments may be no big surprise, but their
location was in some cases unexpected.
Normally, electron acceptors (oxidants such
as oxygen, sulfate, and nitrate) diffuse into
sediments from the overlying seawater and
are then consumed sequentially in a pre-
dictable series of metabolic reactions (see the
figure). This produces a microbially cat-
alyzed oxidant-depletion profile in which
oxygen is reduced first, then nitrate, man-
ganese, iron, sulfate, and finally carbon
dioxide. Such profiles are thought to reflect

competitive processes
that deplete available
oxidants, with those
yielding the greatest
free energy being the
first to be consumed
(2). The profiles of
electron acceptors and
metabolic by-products
in the marine sediment
cores typically conform
to this predicted series.

There are important
ways, however, in
which the profiles of
electron acceptors in
deep sediments ob-
served by D’Hondt et
al. deviate substantially
from the norm. This
discovery suggests un-
suspected sources of
microbial metabolites
within subseafloor sed-
iments. In several in-
stances, D’Hondt and
colleagues report that
oxidants that normally

diffuse downward from overlying seawater
appear to have entered the sediments from
subseafloor sources (see the figure).
Several cores provide evidence for sulfates
originating from brines below the sediment
base, as well as for nitrate and oxygen en-
tering from deep basaltic aquifers under-
neath the sediment column. This situation
produces “upside-down” redox profiles,
with atypical sources from beneath sedi-
ments providing oxidants such as sulfate
and nitrate that enable microbes to respire
anaerobically (see the figure). Such micro-
bial respiratory activities may drive cycling
of manganese and iron in a sort of “bucket
brigade” of cascading respiratory electron
shuttles that pass electrons through various
sources and sinks. Thus, these new observa-
tions imply the presence of a physiological-

ly diverse and active deep-sediment micro-
biota that operates somewhat differently
from model predictions. 

The rates of microbial metabolic activi-
ties, estimated from the flux of electron ac-
ceptors, varied predictably in cores from
the different sites. Microbial respiration of
sulfate was much greater in sample cores
from the continental margin than in those
from open-ocean sites. Unexpectedly, res-
piration rates for subsurface manganese
and nitrate were greater at the open-ocean
site and were driven entirely by the upward
flux of nitrate from the basaltic aquifer be-
neath the sediments. Also unexpected is the
co-occurrence of deep sediment methano-
genesis, as well as manganese and iron re-
duction, within zones of high sulfate.
According to the standard hierarchy of en-
ergy processing and substrate competition,
sulfate-reducing microbes are expected to
“win” in zones of high sulfate concentra-
tion. The D’Hondt et al. work reveals that
microorganisms in the deep subsurface
(and their energetics) may differ substan-
tially from well-studied model microorgan-
isms in shallow near-surface sediments.

Exactly which microbes are responsible
for the subsurface energy cycling revealed
by D’Hondt et al. remains uncertain.
Although viable sediment-associated mi-
crobes were recovered by the investigators,
the relevance of these microbes to subsur-
face metabolism is questionable. Many of
the recovered bacterial isolates form spores
or are close relatives of surface-dwelling
bacteria. It seems unlikely that these repre-
sent authentic deep subsurface inhabitants.
Indeed, microbial survey methods that don’t
depend on cultivation (5) suggest that a
quite different suite of indigenous subsur-
face archaea and bacteria may predominate
deep within sediments (6–8). Such microbes
may represent the indigenous, active mem-
bers of deep-sea microbial communities. 

The new observations by D’Hondt et al.
confirm that subsurface microbes livingC
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deep in marine sediments ultimately rely
on energy sources and oxidants produced
from sunlight, rather than subsisting on
geochemicals emanating from Earth’s inte-
rior. Although microbial metabolites seem
to wend their way into deep sediments in
unexpected and interesting ways, the ener-
gy sources and electron sinks produced by
photosynthesis still appear to rule the roost,

even 0.5 km below the ocean’s abyssal
plains. Even so, D’Hondt et al.’s analyses
demonstrate that important, diverse, and
qualitatively unique microbial processes
occur in the deep, dark environs far below
the seafloor.
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C
rystalline metals have been studied in-
tensively over the past 40 years.
Sophisticated theoretical models and

experimental tools have resulted in a general-
ly very good understanding of these materi-
als. In contrast, the atomic and electronic
structure of liquid metals is poorly under-
stood. In a liquid metal, the atomic structure
varies in both time and space, and the only in-
formation that can be obtained is averaged.
The lack of periodicity makes it also very dif-
ficult to determine whether the electrons are
bound to individual atoms or delocalized
over the entire liquid, because the band struc-
ture (which determines the electronic proper-
ties) can no longer be measured.

On page 2221 of this issue, Baumberger
et al. (1) report the first direct measure-
ments of the band structure of liquid lead at
the lead/copper interface. They use angular
resolved photoemission to show that the
Fermi surface (which separates the occu-
pied electronic states from the empty ones)
persists in the liquid phase and that the lo-
calization of the electronic wave function
depends strongly on the symmetry of the
two px,y bands of lead.

Four years ago, Reichart et al. (2) intro-
duced a trick to enable them to study the
atomic structure of liquid lead. It has been
predicted (3, 4) that in monatomic three-di-
mensional liquids such as lead, atoms should
cluster to form icosahedrons. Reichart et al.
argued that at the interface of liquid lead with
a silicon (001) surface, the potential of the
silicon surface cannot cause any long-range
ordering in the lead, but that it can break the
icosahedrons into pentagonal halves, which
can be captured at the silicon surface in a pre-
ferred orientation. They therefore measured
the scattering of totally reflected (evanescent)

x-rays, which are sensitive only to the liquid
structure at the interface, from a liquid lead
layer supported on Si(001). They detected a
five-fold local symmetry and obtained exper-
imental evidence for the predicted icosahe-
dral fragments.

Baumberger et al. (1) now study the
electronic properties of a liquid lead film
on a copper surface. They perform
angular resolved photoemission
spectroscopy to obtain the band
structure E(k) of liquid lead. To do
so, they investigate a lead monolayer
supported on a copper (111) surface
as the temperature is raised through
the melting transition (at 568 K) of
the film. Lead films on Cu(111)
grow layer by layer with a defined
orientation (they form “epitaxial
films”) (5). Because of the proximi-
ty of the Cu(111) substrate, informa-
tion about the momentum of the
electronic states of the liquid phase
can be retrieved.

Before discussing the results, we
have to introduce a few definitions. A
three-dimensional crystal can be de-
scribed with three noncoplanar vec-
tors, which define a unit cell.
Associated with each crystal lattice is
the reciprocal lattice, which is also
defined by three vectors. A very sim-
ple relationship exists between the
vectors of the direct space and the re-

ciprocal (or momentum) space. The
Brillouin zone is a subsection of the recip-
rocal lattice that includes all the important
symmetry points. For three-dimensional
crystals, the Brillouin zone is a polyhedron.

The results are summarized in the fig-
ure, which shows the experimentally ob-
served band structure of the lead monolay-
er along the symmetry direction Γ–M– for the
solid (top panel) and for the liquid (bottom
panel). The authors observed an inner and
an outer Fermi surface (see the figure).
These two Fermi surfaces persist in the liq-
uid phase. Around the M– point, three bands
are observed in both phases. Bands 1 and 3
are due to the px,y states of lead, and band 2
results from the sp band of copper. The
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strong dark line at −2.2 eV corresponds to
the 3d band of copper.

Comparison between the bands of the
liquid and the solid phase reveals strong
similarities but also large differences. Band
1 broadens only slightly, indicating that the
electronic states conserve their character
through the solid-to-liquid transition. For
band 3, the states change from extended
states in the solid to highly localized ones
in the liquid, as seen by the large broaden-
ing of this band and the decrease in inten-
sity. As discussed in (1), the states of band
3 no longer fulfill the basic condition for a
delocalized state (6). Rotenberg et al. have
reported a similar observation in quasicrys-
talline materials (7).

Why do bands 1 and 3 behave so differ-
ently in the liquid phase? The reason may lie
either in the symmetry or in the wavelength

of the wave function. Baumberger et al. at-
tribute the difference to the symmetry of the
atomic wave functions. The bands of the in-
ner Fermi surface have a negative group ve-
locity (that is, the band energy decreases
with increasing electronic wave vector); a
behavior that is characteristic of p-type wave
functions, which change their phase at the
site of the atomic nucleus. In the solid, the
band minimum lies at the Brillouin zone
boundary, but in the liquid, this zone bound-
ary no longer exists.

The results reported by Baumberger et
al. (1) open up new possibilities for study-
ing liquid metals and show that angular re-
solved photoemission can be a powerful
tool for that. However, more experiments
are needed. In particular, it will be interest-
ing to study in detail the importance of the
wavelength and the symmetry of the wave

function by analyzing different liquid/solid
interfaces. The effect of the substrate
should also be carefully studied. Finally,
experiments on quasicrystals should also
be pursued, because they present some sim-
ilarities with a liquid at an interface: The
electronic states show a dispersion relation
(7) that corresponds to the potential distri-
bution of the local environment, but with
strongly damped amplitudes.
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F
or the past 50 years, most field or-
nithologists studying migratory birds
that breed in North America and

Europe have concentrated on analyzing
their breeding ecology. Molt and migration
have received scant attention, as has the
time these migratory birds spend at their
wintering grounds, even though this period
may occupy 8 months of a bird’s annual cy-
cle (1). It is easy to understand why or-
nithologists, most of whom live in the
United States, Canada, and Europe, have
concentrated on the breeding biology of mi-
gratory birds. Not only are there many in-
teresting questions that can be addressed
through breeding studies, but also migrato-
ry birds are accessible in the spring and
summer, are predictable in their movements,
and conspicuous in song. After breeding,
territories are abandoned, home ranges ex-
pand greatly, and birds begin their nocturnal
southward movement, making it impossible
to track individuals of most species.
However, as Norris et al. (2) demonstrate on
page 2249 of this issue, new technologies
are helping ornithologists to overcome these
obstacles, bringing studies of molt and mi-
gration to the fore. Norris and co-workers
analyze the ratio of stable-hydrogen iso-
topes in the feathers (3) of individual
American redstarts (Setophaga ruticilla) of
known reproductive history to determine
when and where molting takes place. 

Redstarts are typical Neotropical mi-
gratory birds that breed in the eastern
United States and Canada and winter in
Central America and the Caribbean (see
the figure). Norris et al. observed that the
stable-hydrogen isotope signature of feath-
ers grown while male birds reside at their
breeding grounds in Ontario differs from that
of feathers grown by birds on the migratory
pathway much farther south. Thus, by ana-
lyzing feathers for their isotope content,
Norris et al. could tell the latitude at which
individual redstarts molted. They found that
some redstarts completed their fall molt on
the breeding grounds after they had finished
nesting, thereby temporally separating the
three most energetically costly activities of
the year: breeding, molt, and migration.
Other redstarts molted as they migrated.
Most significantly, these investigators found
evidence for a trade-off between energy in-
vestment in current reproduction, timing of
the molt (a critical aspect of self-mainte-
nance), and sexual signaling by males
through feather color (a key determinant of
future reproduction). Male redstarts that in-
vested more energy in reproduction, includ-
ing breeding later into the summer, complet-
ed their molt farther south on the migratory
route, with greater overlap of molt and mi-
gration, and these males grew less colorful
nuptial plumage. Analysis of stable-hydrogen
isotopes in feathers is the only technique by
which this striking pattern could have been
revealed—there is essentially no chance of
finding and accessing individual study birds
during migration, even with radio telemetry. 

Being forced to molt while migrating
sounds like an energetically costly endeav-
or compared to molting on the breeding
grounds before migration, but is there evi-
dence for such a cost? Norris et al. looked
at the carotenoid-based coloration of tail
feathers. Male redstarts have a striking or-
ange and black nuptial plumage, and indi-
vidual tail feathers have a black tip with an
orange base (see the figure). The authors
found a negative correlation between
plumage coloration and molting latitude—
birds that grew their feathers while they
migrated had less saturated orange col-
oration than birds that molted on the breed-
ing grounds. Carotenoid pigments must be
ingested by birds to be used in color dis-
plays (4). In other species of songbirds, ex-
pression of carotenoid-based plumage col-
oration signals a male’s condition that is
used by females in choosing mates or by ri-
val males in assessing fighting ability (4).
A reduction in ornamental coloration could
have a direct negative impact on future re-
productive success. 

Loss of red coloration is a striking cost of
reproduction, but there are likely to be other,
more-difficult-to-detect costs of delaying
molting into the migratory period. Most red-
starts arrive in their wintering areas by flying
over the Gulf of Mexico, a feat that requires
substantial fat reserves (5). If the energetic
demands of molting compete with premigra-
tory fattening, then late-molting birds may
have to attempt trans-Gulf migration with
lower fat reserves. Molting during migration
may also slow males, causing them to arrive
later and get less preferred wintering sites.
These speculations underscore a problem
with the Norris et al. data: All of the males
in the study were necessarily survivors.
Males had to return to the same breeding
grounds 1 year after breeding to have their
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tails plucked for their molt location and col-
oration to be determined. Any birds that died
as a result of reproductive effort were elimi-
nated from the study. It seems unlikely that
eliminating birds that died would have creat-
ed the patterns that make this study so inter-
esting, but eliminating such birds from the
analysis might dilute the estimated cost of re-
production. 

The Norris et al. study is not the first
high-profile study of American redstarts

using stable isotopes. Marra et al. (6) ex-
amined stable-isotope ratios in muscle tis-
sue to show that the quality of wintering
habitat affects timing of arrival at breeding
grounds and hence reproductive success.
The studies by Marra et al. and Norris et al.
fit together like missing pieces of a com-
plex life-history puzzle. Winter habitat af-
fects spring arrival, territory quality, and
date of nesting initiation. Timing of breed-
ing affects timing of the fall molt and mi-

gration, and likely the arrival date of mi-
grating birds at their wintering grounds.
Birds are squeezed at both ends of their life
cycle, as well as during their movements in
between. What happens on one side of the
continent has a direct and important impact
on what happens on the other side. The im-
plications of these studies for the conserva-
tion and management of migratory birds
are inescapable—if we focus exclusively
on the breeding biology of migratory birds
we are missing at least half of the picture.

On the island of Jamaica, redstarts are
called Christmas Birds because they are
conspicuous during the Christmas season.
For most ornithologists working in temper-
ate climes, the redstart is a distant memory
at Christmas—out of sight and out of mind.
But for the growing number of ornitholo-
gists using tools like stable isotopes to take
a more comprehensive approach to the
study of migratory birds, it is becoming
clear that what happens in the winter in the
tropics and on the way there and back has a
large impact on individual migratory birds
and the populations in which they reside.
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B
acteria are not isolated solitary organ-
isms, but actively “speak” to one an-
other by sending and receiving trans-

missions in the form of chemical signals. In
a process called “quorum sensing,” bacteria
measure the concentration of these signaling
molecules in order to assess the size of the
bacterial population. Once a “quorum” is
reached, certain biological programs—such

as sporulation, or the production of light,
biofilms or virulence factors, depending on
the species and context—are activated syn-
chronously throughout the population (1, 2).
There are also examples where the chemical
transmissions of one species can be detected
by another, suggesting that these signals may
be used for intraspecies as well as inter-
species communication (3). On page 2270 of
this issue, Coburn et al. (4) reveal a remark-
able example of a bacterial quorum-sensing
molecule that is used not only for bacterial
communication but also for direct detection
of eukaryotic target cells. 

In Gram-positive bacteria such as the
enterococci, small peptides are the quorum-
sensing signals of choice (1). Some of
these peptides have additional biological
activities such as the ability to lyse target
cells. Cytolysin produced by the human
pathogen Enterococcus faecalis is one of
these special peptides (5) and has been des-
ignated a virulence factor because it en-
hances virulence in a variety of animal
models (6–9) and is associated with in-
creased mortality among infected humans
(10). When the activity was first discov-
ered 70 years ago, the cytolysin of E. fae-
calis was termed a “pseudohaemolysin”
because it seemed only to lyse blood cells
when the bacteria were grown on blood
agar plates. Intriguingly, this “blood-bash-
ing” activity could not be detected in the
supernatants of E. faecalis liquid broth cul-
tures (11). As Coburn and colleagues now
argue in their new study (4), the cytolysin
of E. faecalis should be called a “smart-
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haemolysin” instead, because target cells
must be present before the cytolysin up-
regulates its own synthesis and lyses them.
This cytolysin therefore acts not only as a
quorum-sensing molecule and an agent of
cytolysis, but also as a “sonarlike” signal
projected into the environment to detect
target cells. Coburn and colleagues ele-
gantly demonstrate that bacterial quorum-
sensing molecules can detect and react to
not only other bacteria but also eukaryotic
cells from afar. 

The E. faecalis cytolysin is composed
of two subunits, CylLL″ and CylLS″, which
together form a complex that creates pores
in the membranes of target cells (see the
figure). These two peptides are modified
and secreted into the extracellular environ-
ment with the help of several other proteins
encoded by the same cytolysin (cyl) oper-
on. Although CylLL″ and CylLS″ work to-
gether to promote target cell lysis, they
have opposing regulatory effects on the
transcription of the cyl operon. It is well es-
tablished that the exogenous addition of
purified CylLS″ to E. faecalis greatly in-
creases transcription from the cyl operon
(12). Coburn et al. now show that the
CylLL″ peptide blocks CylLS″-mediated
derepression of the cyl operon. Presumably
this occurs by direct complex formation
between the two subunits because stable
complexes form when the two peptides are
mixed together in vitro (4). 

Coburn and co-workers hypothesized
that preferential adsorption of CylLL″ by
target cells should lower the concentration
of CylLL″ in solution available to block
CylLS″. To test this idea, they incubated red

blood cells with CylLL″, washed the cells
to get rid of any excess, and then added
CylLS″: They observed rapid lysis of the
erythrocytes. However, the red blood cells
did not lyse as quickly when the order of
addition was reversed—CylLS″ before
CylLL″—suggesting that CylLS″ binds less
readily to red blood cells than does CylLL″.
By measuring the dissociation constants,
the authors observed that CylLL″ did in-
deed have a higher affinity for cell mem-
branes than did CylLS″.

To show that these differences in target
cell affinity account for the autoinduction
of the bacterial cyl operon by free CylLS″,
the authors tested whether or not the pres-
ence of erythrocytes affected induction.
When they added equimolar quantities of
purified CylLS″ to CylLL″, no induction
was observed, presumably owing to the
creation of inactive CylLL″–CylLS″ com-
plexes. However, when erythrocytes were
added to CylLL″ before addition of CylLS″,
there was induction of the cyl operon sug-
gesting that target cells soaked up enough
CylLL″ to allow free CylLS″ to induce ex-
pression of the cyl operon in E. faecalis. 

Based on this experimental information,
Coburn et al. propose the following model
(see the figure). In the absence of target cells,
basal levels of CylLL″ and CylLS″ are secret-
ed by E. faecalis bacteria into the extracellu-
lar environment where they form an inactive
oligomeric complex. In the presence of target
cells, CylLL″ preferentially binds to the target
cell membrane, freeing up enough CylLS″ to
activate transcription of the cyl operon, thus
creating more of the components necessary
for lysis of target cells. The resulting increase

in CylLS″ concentration favors binding to the
target cell membrane where, together with
CylLL″, a pore is formed. One fascinating
feature of this mechanism is that once
processed, CylLL″ and CylLS″ are only 38
and 21 amino acids in length, respectively. Yet
despite their small size these peptides are ca-
pable of several different interactions. They
form an oligomeric inactive complex in solu-
tion, and a pore complex in target cell mem-
branes. Additionally, CylLS″ induces tran-
scription of the cyl operon by interacting with
its repressor (thought to be a complex of
CylR1 and CylR2). Elucidation of the struc-
ture/function relationships of these peptides
should prove informative. 

The virulence mechanism described by
Coburn et al. is new in that E. faecalis
senses host cells and then targets their de-
struction without coming into contact with
them. Specifically, E. faecalis sends out a
transmission and then responds to the feed-
back, like a bat that sends out a sonar sig-
nal, and then locates its prey based on the
echo. In contrast, other types of virulence
mechanisms commonly found in bacteria,
such as Type III secretion systems, are acti-
vated only upon contact with host cells
(13). Although it has long been suspected
that the chemical signals used by bacteria
to sense members of their own species
could also be used to detect other types of
cells, this is the first example of quorum-
sensing molecules directly detecting eu-
karyotic target cells. It is highly probable
that similar mechanisms are involved not
only in other pathogenic interactions but al-
so in symbiotic associations, where bacte-
ria must also locate and interact appropri-
ately with their hosts.
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Toward a Systems Approach to
Understanding Plant Cell Walls

Chris Somerville,1,2* Stefan Bauer,1 Ginger Brininstool,1 Michelle Facette,1,2 Thorsten Hamann,1 Jennifer Milne,1

Erin Osborne,1 Alex Paredez,1,2 Staffan Persson,1 Ted Raab,1 Sonja Vorwerk,1 Heather Youngs1,2

One of the defining features of plants is a body plan based on the physical properties of
cell walls. Structural analyses of the polysaccharide components, combined with high-
resolution imaging, have provided the basis for much of the current understanding of
cell walls. The application of genetic methods has begun to provide new insights into
how walls are made, how they are controlled, and how they function. However,
progress in integrating biophysical, developmental, and genetic information into a
useful model will require a system-based approach.

P
lant cell walls are complex and dy-

namic structures composed mostly of

polysaccharides with high molecular

weights (1–4), highly glycosylated proteins,

and lignin. As a measure of the complexity,

the Arabidopsis genome contains more than

730 genes encoding putative glycosyltrans-

ferases or glycosyl hydrolases (5) and several

hundred additional genes encoding other types

of proteins implicated in wall biosynthesis or

function. Although their general catalytic ac-

tivity can often be inferred from sequence, the

precise enzymatic function and biological role

of most of these proteins are unknown (2). For

example, genetic analysis has identified the

specific biological role for only two of the

more than 170 gene products with similarity

to pectin-degrading enzymes (6, 7).

Faced with the prospect of analyzing the

function of 1000 or more genes that may

contribute to the synthesis and remodeling of

cell walls, we explored the idea that a sys-

tems approach may provide a useful frame-

work for defining the hierarchy of essential

questions. The concept of systems biology

has recently emerged as a way of envision-

ing how multifactorial biological processes

operate as a whole (8). The concept is usual-

ly applied to understanding networks of genes

or gene products but is more broadly appli-

cable. Kitano (8) defines four key elements

in a system: the design principles, system

structure, the control method, and the system

dynamics. Here, we attempted to evaluate

the current state of knowledge about the poly-

saccharide components of dicotyledonous

plant cell walls in the context of these ele-

ments. Not surprisingly, our analysis high-

lights many major gaps in our knowledge.

However, the application of genomics, mo-

lecular genetics, and new analytical methods

should provide many opportunities to close

some gaps in the foreseeable future.

Design Principles

The body plan of a higher plant is essentially

like a building made of ‘‘osmotic bricks.’’

Each cell is osmotically pressurized to be-

tween 0.1 and 3.0 MPa (1 MPa È 145 pounds

per square inch). The pressure rigidifies the

cells by creating tension in the cell walls.

Each cell is glued to adjacent cells by pectic

polysaccharides that normally prevent slid-

ing of the cells under large strains. However,

cell walls are also capable of controlled

modifications that allow cells to expand in

a polarized fashion during growth. Because

each cell wall is attached to adjoining cell

walls, coordinated expansion is necessary.

It has been proposed that the role of the

brassinosteroid hormones is to coordinate

cell expansion (9).

Plant cell division involves the biogenesis

and integration of new walls at the plane of

division. In this process, two opposing walls

form within the mother cell, and then the new

walls integrate with the existing wall, and the

plasma membrane repositions to form the

daughter cells (10, 11). Certain cell types,

such as the fiber cells in wood, are subject to

mechanical stress and undergo additional cell

wall synthesis after the cells have finished

dividing and are fully expanded. This ‘‘sec-

ondary cell wall’’ is deposited interior to the

‘‘primary cell wall.’’ Thus, the fundamental

design principles include strength, expand-

ability, and modularity.

Cell walls also provide a barrier to in-

fection by pathogens. Exogenous application

of cell wall fragments to uninfected plants

triggers defensive reactions, indicating the

existence of glycan-activated signal trans-

duction chains. It has been proposed that

some of the structural complexity in plant

cell wall composition reflects the presence

of latent signal molecules, which trigger

defensive responses when they are released

during the cell wall degradation that accom-

panies pathogenesis (12). Several lines of

evidence have also implicated cell wall

polysaccharide fragments and proteoglycans

in developmental processes (13–15). For

example, deglycosylation inactivated a

proteoglycan named xylogen that mediates

intercellular interactions required for xylem

differentiation in cultured Zinnia cells (14).

Thus, the design principles of cell walls

cannot be understood solely in the context of

mechanical properties.

System Structure

When viewed by electron microscopy (EM)

(Fig. 1), cell walls appear to be a network

of extended polysaccharides with high mo-

lecular weights (16, 17). In higher plants, the

visually dominant structural features are cel-

lulose microfibrils with diameters of È3 nm,

which appear to wrap around the cells and are

cross-linked by single-chain polysaccharides

such as xyloglucans.

Structural analysis of cell wall polysac-

charides has resulted in the compilation of

‘‘average’’ structures for the major cell wall

polysaccharides (4, 18). These are illustrated

in figs. S1 to S6. In brief, the leaf cell walls

of a dicot species such as Arabidopsis contain

three major classes of polysaccharides: cellu-

lose, hemicelluloses, and pectins. Cellulose is

present as long unbranched fibrils composed

of approximately 30 to 36 hydrogen-bonded

chains of b-1,4-glucose. The length of the

fibrils is unknown but single glucans con-

taining up to 14,000 glucose units have been

observed, corresponding to a fibril length of

about 7 mm. Hemicelluloses are branched

polysaccharides containing backbones of neu-

tral sugars that can form hydrogen bonds to

the surface of cellulose fibrils. Pectins are

defined by the presence of uronic acids as
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major components. The simplest of these is

homogalacturonan (HG), an unbranched poly-

mer of (1Y4)a-D-galacturonic acid. Rhamno-

galacturonan I (RGI) has a backbone composed

of alternating (1Y2)a-L-rhamnose-(1Y4)a-

D-galacturonic acid decorated primarily with

arabinan and galactan side chains. It has re-

cently been suggested that RGI functions as

a scaffold to which other pectins, such as

rhamnogalacturonan II (RGII) and HG, are

covalently attached as side chains (18).

A representative structure for an Arabi-

dopsis leaf primary cell wall that is broadly

consistent with more specialized models

(18) and with views from EM (16, 17) is

presented in Fig. 2. The complexity of the

image underscores the challenge associated

with understanding the structure, function,

and synthesis of plant cell walls. The cel-

lulose microfibrils, which are made at the

plasma membrane, are insoluble because the

glucan chains aggregate laterally by means

of hydrogen bonding and van der Walls forces

to produce crystalline structures of parallel

chains. The other polymers are secreted as

soluble polymers that must unfold and dif-

fuse within the aqueous environment of the

wall to their final destination. Because some

of the polymers are insoluble when extracted

from the wall, we speculate that they may be

modified after secretion by the removal of

structural components (e.g., branches) that fa-

cilitate solubility. Also, it has been proposed

that some polymers are assembled into larger

(less soluble) polysaccharides following se-

cretion into the wall (19). One of the driving

forces for assembly of the overall structure is

thought to be the hydrogen bonding of hemi-

cellulose to the surface of cellulose micro-

fibrils (Fig. 2). Somewhat counterintuitively,

biophysical studies have indicated that the

presence of the hemicellulose cross-links

weakens the mechanical strength of cell walls

by preventing cellulose aggregation, thereby

facilitating cell wall expansion (20).

The factors involved in pectin deposition

are unknown. Pectins have been proposed to

be important for control of wall porosity, for

adhesion of adjoining cells (21), and in

controlling the ionic environment of the cell

wall (1). Additionally, analyses of mutations

that alter the structure of RGII indicate that

borate-diester cross-links between apiose

residues in RGII molecules are also important

for strengthening of the wall, intercellular

adherence, and normal growth in vascular

plants (22). Because the borate diester forms

spontaneously, it provides a mechanism for

forming cross-links after the polymers are

assembled in place. Another example of in

muro modification is the formation of calci-

um bridges between the carboxyl groups of

HG chains to create interpolymeric adhesion.

HG is thought to be made as a fully methyl-

esterified polymer in the Golgi (4). Pectin

methylesterases in the cell wall remove

methyl groups, thereby making the carboxyls

available to coordinate calcium ions that form

interchain salt bridges. The existence of 67

genes for putative pectin methylesterases in

Arabidopsis highlights the importance of this

mechanism.

Measurements of the total sugar compo-

sition of cell walls from different tissues of

Arabidopsis revealed that every tissue type

has a different polysaccharide composition

(23). Immunohistochemical studies with

monoclonal antibodies that recognize polysac-

charide epitopes provide examples of spatial

and temporal differentiation of wall poly-

saccharides (24, 25). These and other studies

show that the composition of the wall is

tightly controlled in different cell types and in

relation to growth and development (24, 26).

Immunological studies have also shown that

the various polymers are not uniformly distrib-

uted within the walls. RGII, for example,

appears to be enriched near the plasma

membrane (27), whereas polysaccharides such

as HG are enriched in the middle lamella,

where adjoining cell walls abut. The differ-

ences between various cell types in cell wall

composition and structure could reflect differ-

ent needs for elasticity, the mobility of various

types of molecules in the cell wall, or poise

with respect to pathogen signaling.

The observation that each cell type may

have a distinct composition makes it prob-

lematic to interpret experimental results on

the basis of analyses of organs composed of

different cell types. The use of isolated

Zinnia cells, which can be forced to undergo

synchronized terminal differentiation to vas-

cular cells in culture, represents a promising

system for studying many aspects of cell

wall biology (28, 29). Additionally, the large

size and layered organization of cambium in

Fig. 1. Electron micrograph of outer cell walls
of EDTA-extracted epidermal cells of pea
(Pisum sativum) plants. Cellulose microfibrils
and their cross-links are indicated by arrow-
heads. The inset shows the walls before ex-
traction. Scale bars, 200 nm. [Image from (16)]

Fig. 2. Scale model of the polysaccharides in an Arabidopsis leaf cell. The amount of the various
polymers is shown based approximately on their ratio to the amount of cellulose. The amount of
cellulose shown was reduced, relative to a living cell (Fig. 1), for clarity. Because of the exaggerated
distance between microfibrils, the hemicellulose cross-links [shown in dark orange (xyloglucan,
XG) or light orange (glucoronoarabinoxylan, GAX)] are abnormally extended. Also, recent solid-
state NMR studies have suggested that, in some plants, only about 8% of the surface of the
cellulose microfibrils is occluded by XG (89). The figure is an elaboration of a model originally
presented by McCann and Roberts (90). The figure was rendered by Abbey Ryan.
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poplar trees facilitates sampling of steady-

state mRNA levels in specific cell types at

various stages of development by cutting

thin sections with a cryomicrotome. Analysis

of the mRNA on DNA chips and microarrays

allowed a system-level analysis of secondary

wall formation (30). The recent completion

of the poplar genome sequence, and the fact

that poplar and Arabidopsis have a similar

complement of genes, will greatly facilitate

the value of this experimental system.

Control, Synthesis, and Assembly

Remarkably little is known about the enzymes

that catalyze synthesis of cell wall polysac-

charides. Cellulose and callose (b-1,3-glucan)

are the only polysaccharides for which

proteins involved in the synthesis of the main

chains are known. In higher plants, cellulose

synthase forms a ‘‘rosette’’ complex in the

plasma membrane (31). The complex is one

of the largest protein complexes known, with

a diameter about equal to that of a ribosome.

It is thought that each of the six subunits that

comprise a rosette contains five or six CESA

proteins, each of which synthesizes one of the

b-1,4-glycans that comprise a microfibril in

typical higher plants (Fig. 2). In some or-

ganisms, such as the red alga Erythrocladia

subintegra, rectangular complexes of up to

230 nm in length produce ribbons of cellulose

rather than fibrils (32).

Arabidopsis has ten cellulose synthase

(CESA) genes, three of which are required

for primary wall synthesis and at least three

of which are required for secondary wall syn-

thesis. It now appears from mutant analysis

that the various genes are not functionally

redundant; three different CESA proteins

must be simultaneously present to produce

a functional cellulose synthase (33). It has

been hypothesized that this could be due to

the geometric constraints associated with as-

sembling 30 to 36 subunits into a planar,

membrane-localized complex of approximate-

ly 3 million daltons (34).

Genetic screens for mutants of Arabi-

dopsis deficient in cellulose have implicated

a number of factors other than the CESA

proteins. The KORRIGAN gene encodes a

membrane-localized cellulose (35–37). Bac-

terial cellulose synthesis also requires a

cellulase for in vivo activity but not for in

vitro activity, suggesting a role in cellular

processes rather than catalysis. As in plants,

bacterial cellulose synthase is a membrane

complex containing 12 to 25 subunits (38).

However, bacteria use cellulose not in their

walls but rather to create biofilms and

adherence. The Arabidopsis COBRA gene

encodes a glycophosphatidyl inositol (GPI)–

anchored protein of unknown function (39).

Similarly, the KOBITO gene encodes a mem-

brane protein of unknown function (40). The

ectopic deposition of lignin in pith (elp) mu-

tant is defective in a protein with sequence

similarity to endochitinases (41). Because

higher plants do not synthesize chitin, the

ELP protein presumably hydolyzes another

polysaccharide. Mutants deficient in glyco-

sidase I and II, enzymes that catalyze the

early steps of N-linked glycan maturation,

are severely deficient in cellulose (42, 43).

Unfortunately, in the absence of a robust and

facile in vitro assay for cellulose synthase

activity in Arabidopsis, it has not yet been

possible to assign specific roles to these gene

products.

It is notoriously difficult to convincingly

measure cellulose synthase activity in ex-

tracts from higher plants. One of the chal-

lenges is the presence in plant membrane

preparations of a highly active b-1,3-glucan

synthase that obscures b-1,4-glucan synthase

activity, necessitating detailed structural

analysis of the products of assays. However,

several groups have observed activity and

have made progress toward defining improved

assay conditions (44, 45). No exogenous

primer was required to initiate synthesis of

cellulose in vitro, raising doubts about the

proposed involvement of sterol-b-glucoside

as a primer (46). However, the discrepancy

between in vivo and in vitro requirements for

a cellulase in bacterial cellulose synthesis

highlights the notion that in vitro conditions

may not accurately reflect the in vivo con-

ditions. Similarly, immunohistochemical ev-

idence consistent with the idea that sucrose

synthase may channel uridine 5¶-diphosphate

(UDP)–glucose to cellulose synthase (47)

may be challenging to test in vitro.

Several CESA genes appear to be ex-

pressed throughout plants (34), even though

cellulose synthesis is thought to be largely

confined to expanding cells. This raises the

possibility that cellulose synthesis is con-

trolled posttranscriptionally. Bacteria, such

as Escherichia coli, also exhibit constitutive

expression of cellulase synthase (38). En-

zyme activity is thought to be regulated by

small effector molecules [i.e., cyclic di–

guanosine 5¶-monophosphate (GMP)] or

through stabilization of the complex by

additional proteins (38). Cyclic di-GMP has

not been observed in plants, and Arabidopsis

does not have an obvious homolog of the

enzyme that makes cyclic di-GMP.

A second level of control is responsible

for the oriented deposition of cellulose

fibrils. Cellulose fibrils are generally de-

posited perpendicular to the axis of elonga-

tion restricting lateral swelling and allowing

longitudinal expansion. A variety of correl-

ative evidence suggests that the orientation

of cellulose deposition is, in some way,

regulated by the orientation of microtubules.

More than 40 years ago, cells treated with

colchicine were observed to display random

orientation of cellulose fibrils (48). Consist-

ent with this, the fragile fiber mutants

encoding a kinesin-like protein (fra1) and a

katanin-like protein (fra2) have been dem-

onstrated to have abnormal orientation of

cellulose deposition (49, 50). However,

studies of the conditional mor1 mutant of

Arabidopsis, which is deficient in micro-

tubule polymerization at the nonpermissive

temperature, have shown that ordered cellu-

lose deposition is possible in the absence of

assembled cortical microtubules and an

existing cellulose template (51, 52). It has

also been observed that treatment of proto-

plasts with the cellulose synthase inhibitor

isoxaben prevents characteristic orientation

of the microtubules demonstrating cell wall–

to-cytoskeleton feedback (53). We believe

that these seemingly contradictory lines of

evidence may reflect a variable relationship

between the cytoskeleton and the cellulose

synthase complexes, depending on the stage

of cell wall synthesis and expansion. Recent

progress in visualizing microtubules in live

cells (54), combined with new tools for

simultaneously visualizing cellulose syn-

thase, may clarify this relationship.

Most noncellulosic polysaccharides are

thought to be synthesized in the Golgi,

secreted, and covalently linked in muro into

larger polysaccharides (19). The majority of

the synthetic enzymes are integral membrane

proteins, most of which have been intractable

to purification. Genes for pectin synthesis

have been particularly challenging to identify.

However, mutant screens for variation in cell

wall sugar composition (55) or for mutants

with phenotypes indicative of defective cell

walls (56, 57) have identified candidate

genes for several of the enzymes involved.

A tobacco mutant, defective in a putative

glucuronyltransferase, has altered pectin con-

tent and defective intercellular attachment

that appears to be due to a defect in RGII

synthesis (58). The quasimodo mutant of

Arabidopsis has reduced pectin because of a

defect in a family 8 processive glycosyltrans-

ferase, which is a candidate for an HG

synthase (59). Similar to most genes for

enzymes implicated in cell wall synthesis in

Arabidopsis, quasimodo is a member of a

large family of related genes. A surprising

finding was the discovery that a mutation in

one of four isoforms of UDP-D-glucose 4-

epimerase, an enzyme that acts in the

formation of UDP-D-galactose, affected the

synthesis of proteoglycans and polysaccha-

rides but not galactolipids (60). This and

several related observations have been inter-

preted as supporting the concept that substrate

channeling may be a broadly important con-

trol point in polysaccharide biosynthesis (61).

There have also been important break-

throughs in the identification of enzymes

involved in the synthesis of xyloglucan. An

a-1,2-fucosyltransferase that adds the termi-
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nal sugar to a branch in the xygloglucan

repeating unit was identified by purifying a

protease-solubilized active fragment of the

enzyme (62). The gene was subsequently

found to complement the mur2 mutant of

Arabidopsis, which was identified by a direct

screen for altered cell wall sugar compo-

sition (63). Similarly, the gene for a xylo-

glucan galactosyltransferase was identified by

sequence similarity to a galactosyltransferase

purified from fenugreek (64). This gene was

found to correspond to the mur3 mutant of

Arabidopsis (65). Thus, substantial progress

has been made by the application of both

genetic and biochemical methods. Each of

the cloned genes is represented in the

Arabidopsis genome by a large number of

related genes, and knowledge of the function

of the founding member of a gene family

will presumably greatly facilitate the subse-

quent assignment of function to the other

members.

In principle, it should be possible to use

reverse genetics methods to test the impor-

tance of candidate genes for cell wall

functions. Arabidopsis has 29 cellulose

synthase–like (CSL) genes with significant

sequence similarity to cellulose synthase.

Although mutations in several of the CSL

genes have phenotypes, such as defective

root hairs (66), resistance to bacterial attach-

ment (67), or embryo lethality (68), it has not

been possible to establish a primary bio-

chemical defect in these or in mutants

obtained by reverse genetics (23). A recent

breakthrough in assigning function to these

genes was the discovery that a CSL gene

from guar catalyzed the accumulation of a b-

linked mannan when expressed in transgenic

soybean cells (69). In view of the problems

associated with gene redundancy and poten-

tial lethality in pursuing a mutant approach

to cell wall dissection, perhaps this approach

of interspecies gene assays will prove to be

broadly useful.

System Dynamics

A major challenge in plant biology is to

understand how plant cell walls are modified

to allow expansion and division. The

network of polymers that resists turgor under

normal circumstances must be relaxed dur-

ing cell expansion so that the cell increases

in volume, usually in a directional way,

which gives rise to morphological effects at

the tissue level. As the cell expands, new

polysaccharides must be synthesized and

integrated into the wall to retain the appro-

priate mechanical and functional properties.

Two classes of proteins have been spe-

cifically implicated in wall expansion. Xylo-

glucan endotransglycosylase (XET) catalyzes

the ability to ‘‘recombine’’ two molecules

of xyloglucan by endotransglycosylations

(2, 20). It is generally accepted that this

activity allows controlled cell wall expansion

by catalyzing transglycosylation of free

xyloglucan with molecules bound to cellu-

lose. In vivo activity has been elegantly

demonstrated by infiltrating fluorescently

labeled xyloglucan fragments into cell walls,

where they become covalently integrated into

larger xyloglucan molecules (70). Unfor-

tunately, the large number of XET genes in

Arabidopsis has prevented a compelling ge-

netic test of the role of these enzymes (71).

Another intriguing class of proteins is the

expansins, which were originally discovered

on the basis of their ability to cause acid-

induced extension of isolated walls (72).

Expansins have weak sequence similarity to

glucanases but have no detectable hydrolytic

activity in enzyme assays. Evidence from in

vitro assays (73) suggests that they disrupt

noncovalent interactions between wall poly-

mers. The large number of expansin genes in

Arabidopsis has frustrated attempts to genet-

ically test the role of these enzymes

(74). Nonetheless, an important role for

expansins was demonstrated by placing

microspheres impregnated with an expan-

sin near the apical meristems of tobacco

or tomato plants (75, 76). This caused the

formation of a leaf at a location that

disrupted the normal phyllotaxy of the

plant, presumably by inducing cell ex-

pansion at an abnormal location.

Analysis of the transcriptional control

of cell wall composition is just beginning

(30). The relatively small number of en-

zymes that have been characterized at

both the gene and enzymatic level poses

a considerable restriction in the inter-

pretation of results obtained with ge-

nomic methods. However, there have

been numerous observations suggesting

that plants can sense and respond to the

functional properties of cell walls. For

instance, it has been observed that under

conditions in which cellulose synthesis

is blocked by mutation (42) or by chem-

ical inhibitors (77), large amounts of

pectin accumulate. In some tissues, in-

hibition of cellulose synthesis also leads

to ethylene- and jasmonate-dependent lig-

nin accumulation (78). Whole-genome

transcript profiling of Arabidopsis cells

habituated to isoxaben, a specific inhib-

itor of cellulose synthase, revealed that

more than 900 genes were up-regulated

and another 900 were down-regulated

(79). Thus, it appears that plants have

mechanisms for sensing and respond-

ing to changes in cell wall integrity and

mechanical performance (12, 80). In this

respect, the cell wall integrity system in

yeast (81) may be a useful conceptual

model for the mechanisms in plants.

The organization and composition of

the yeast cell wall is so different from

plant cell walls that it has not been used as a

model for plants. However, because yeast cell

walls perform functions similar to plant cell

walls, they may use similar regulatory prin-

ciples. It has been estimated that as many as

1200 genes affect cell wall structure and or-

ganization in Saccharomyces cerevisiae (82),

suggesting a complex regulatory system. Sever-

al type I membrane proteins—Wsc1-4p, Mtl1p,

and Mid2p—have been implicated as sensors

of cell wall integrity (81, 83). These proteins

may sense changes in membrane stretching

(84) and transduce signals by means of a gua-

nine nucleotide exchange factor that activates

the SLT2p/Mpk1p mitogen-activated protein

kinase (MAPK) pathway by means of protein

kinase C activation of a MAPK kinase kinase.

No obvious homologs of the yeast sensor pro-

teins have been found in plants (80), but there

are large numbers of potential alternatives,

such as wall-associated kinases and leucine-

rich receptors, that are under investigation.

Fig. 3. A simplified system diagram for a primary
cell wall. Synthesis and modification of polysaccha-
rides are shown in purple and green, respectively. Cell
biological processes are shown in blue and regula-
tory processes are shown in red. The diagram high-
lights the fact that wall synthesis is dynamic and
cyclical. Genetic evidence suggests that cellulose
provides a framework on which other polysaccha-
rides (i.e., hemicellulose) assemble (91), presumably
based simply on binding coefficients. Thus the cycle
of cellulose synthesis lies at the heart of wall bio-
genesis. The factors that control pectin deposition
are obscure but are assumed to be biophysical fac-
tors such as solubility, diffusion coefficients, and
binding constants—all of which can be modified by
minor changes to pectin structure such as the
presence or absence of methyl-esterification or O-
acetylation. Post-secretory modification of pectin (e.g.,
demethylation and borate-ester formation) provide
mechanisms for modifying wall functionality with-
out synthesis. The most notable feature of the dia-
gram is the large number of inputs into a control
process that we have termed ‘‘performance and
integrity control.’’ The existence of this unknown
control process is inferred from responses to inhib-
itors, pathogens, and mutations.
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Perspectives and Future Directions
A highly simplified system diagram incor-

porating the major concepts discussed here is

presented in Fig. 3. The cyclical nature of

the diagram emphasizes that the expansion

of the cell wall and the integration of a new

cell plate during cytokinesis are components

of the cell cycle. Thus, we infer that many of

the genes involved in primary cell wall syn-

thesis and modification will be found to be

controlled by factors that control other aspects

of the cell cycle. However, cells that are pro-

grammed to continue dividing would be ex-

pected to have different controls than cells

that are terminally differentiated. Each dif-

ferentiated cell type probably has a different

combination of controls to ensure that com-

position of the wall is compatible with the

needs of that cell type. Although not em-

phasized here, cell walls can be modified in

response to environmental stimuli. Thus, the

two main inputs are developmental and en-

vironmental processes. Indeed, because cell

size and cell shape are functions of cell wall

expansion, any attempt to understand the

mechanics of morphogenesis will ultimately

lead to questions about the control of cell

wall synthesis and expansion. We speculate

that as methods for interrogation of cell wall

structure and function improve, large num-

bers of morphologically abnormal mutants

that cannot currently be understood in a de-

velopmental context will be found to lie at

the interface of morphogenesis, the cell cy-

cle, and cell wall biogenesis.

Viewing cell walls in a developmental

context may help explain the large numbers

of structurally similar genes for cell wall–

related enzymes that are evident in the se-

quenced plant genomes. It is apparent that

for some functions, such as cellulose syn-

thesis, a small number of genes are used in

most or all of the roughly 40 cell types in a

plant. This is compatible with speculation

that cellulose synthesis is not primarily con-

trolled at the transcriptional level. By contrast,

the large numbers of structurally related genes

in other gene families may suggest that other

cell wall–related processes are based on the

participation of specialized genes in a tissue

or temporal dependent manner. It is also likely

that, because polysaccharides are composed

of a small number of sugars but a relatively

large number of different linkages, the mem-

bers of large families of structurally similar

genes encode enzymes that exhibit linkage-

or context-dependent differences in catalysis.

The development of methods for deter-

mining where and when each gene is ex-

pressed in Arabidopsis and other plants (85)

is a high priority in moving toward a more

refined understanding of how walls are con-

trolled. The power of transcript profiling with

DNA chips or arrays to associate genes with

processes cannot be fully realized as long as

RNA samples are derived from mixtures of

cell types. Hypotheses concerning gene func-

tion derived from transcript profiling can be

rapidly tested by exploiting the extensive col-

lection of indexed insertion mutations in Ara-

bidopsis (86). At present, sequence-indexed

insertions are available for approximately

22,600 of the genes in Arabidopsis (87).

Although powerful genomic resources are

available in Arabidopsis (86, 88), they are

only a subset of the diverse resources that will

be required to permit formulation of a detailed

system model of cell walls. The development

of tools, such as additional monoclonal anti-

bodies or aptamers, differentiated cell cultures

of Arabidopsis, diagnostic hydrolytic enzymes

for structural analysis, and substrates for en-

zyme assays, are needed. These tools will

facilitate analysis of mutants and will help to

elucidate the function of enzymes, individual

polysaccharides, and structural motifs that

occur in the walls of Arabidopsis and other

species. New biophysical methods that permit

improved imaging and nanoscale interroga-

tion or manipulation of cell walls may also

facilitate a deeper understanding of how the

components are organized and how that or-

ganization results in the observed physical

properties. Looking over the horizon, hy-

pothetical methods such as scanning probe

nuclear magnetic resonance (NMR) or con-

focal EM would be very useful for visualiz-

ing the fine structure of cell walls.

Finally, the emphasis here on Arabidopsis

should not obscure the substantial diversity

in wall composition between plant species.

For instance, in commelinoid monocots, most

of the neutral hemicellulose and pectins are

replaced by glucuronoarabinoxylan. As exper-

imental methods and resources for studying

complex polysaccharides and nanocomposites

improve, this diversity will provide a rich

source of information about structure-function

relationships.
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Thank you for this opportunity to share my
vision of the future of scientific inquiry with
a very special audience. Not surprisingly, my
views on the nature of science have been
shaped by my own background—my years as
a chemistry major at Wheaton College in
Massachusetts and, after that, at Johns
Hopkins as a specialist in medicine and
neonatology, with a focus on respiratory
adaptations to extrauterine life. The creation
of a human baby in 9 months is indeed a
wonderful thing, all the more so for the
dramatic physiological transition that is
required for the infant to move from a liquid
environment to breathing air, once the umbil-
ical cord is clamped. We have much descrip-
tive information, but little insight into the
molecular adaptations that orchestrate the
onset of sustained breathing and clearance of
lung liquid. That sense of mystery—the sense
of how much, yet also how little, we know
about human physiology—is one
of the things that attracts me to the
field of neonatology.

In that I am hardly unique, of
course. No less a f igure than
Albert Einstein held that the most
beautiful thing we can experience
is the mysterious, and called it
“the source of all true art and sci-
ence.” That thought, in turn, leads
naturally into what I take as my
main theme here: the role of the
imagination in scientific discovery.
As scientists we are all steeped in
the “scientific method” of problem
solving, with its framing of hy-
potheses, testing, and reproducible
observations. But the entire enterprise must
start with imagination if it is new knowledge
we are after. Shirley Malcom of AAAS, in
accepting the 2003 Public Welfare Medal of
the National Academy of Sciences, remarked
that “making the impossible happen begins
with imagining something different.”

We can all think of examples from the
history of science and technology. Almost
exactly one hundred years ago, the Wright
brothers had to believe it would be possible

for a human to fly before they could make
it a reality, though the thought of more
than 300 people in a modern passenger
plane may have taxed even their scien-
tific imaginations. Marconi was able
to imagine, and then invent, wireless
communication, but I doubt that
even he could have conceived of the
worldwide real-time commu-
nication implicit in that
initial discovery. I real-
ized how much had
taken place in my
own lifetime after I
visited the World War
II Museum in London,
and saw the small office
with a single telephone that
Churchill used to talk to
Roosevelt. Now the
U.S. president is able

to fly nearly halfway around the world for a
Thanksgiving dinner with distantly posted
soldiers. And, of course, the imagination of
an earlier president, John F. Kennedy, in
framing the challenge of a safe lunar landing
by humans led ultimately to the first steps by
astronauts on the moon, and later to remotely
controlled robots on Mars.

The excitement of where the scientific
imagination has led us in exploring outer
space is matched, I think, by discoveries in
the “inner space” of the very small—such as
the incredible frontiers of nanotechnology,
or the interior workings of the single cell.
We have seen brilliant insights into the way
biologic cells function, communicate, live,

and die on cycles that are pre-
cisely timed over a period of

years and, in some instan-
ces, over 100 years. The map-
ping of the human genome
showed the power of imag-
ination in defining a goal
and enlisting scientists from
around the world to collab-

orate in identifying the loca-
tion of the genes on each of
the 46 chromosomes. The
function of most of these
genes remains unknown, as
does the function of non-
coding regions sometimes

referred to as “junk DNA.” Yet
powerful new tools, such as the

breeding of strains of mice in
which one gene is “knocked
out,” are enabling us to learn the

functions of these genes. And the
fact that each cell in the body has a

complete copy of the genes, and that
only identical twins share the same map,

not only has transformed forensic medi-
cine—providing the ability to identify each
individual by DNA testing of specimens of
hair or saliva, for example—but also has
raised the promise of new medications and
personalized approaches to medicine itself.

All of these discoveries and approaches to
solving human problems began with “imag-
ining something different.” And the issues
society faces now will require comparable
scientific imagination.  By the year 2050—
within the lifetime of many in this audience
—the human population is expected to grow
from its current level of 6.3 billion to 8.9
billion. Will that increase be “good” or
“bad”? I submit that it could be either. Poor
outcomes could include pervasive poverty
and its sequlae—hunger, deficiency diseases,
armed conflicts, regional disparities in life
span. Yet improved outcomes are also possi-
ble, depending on the extent to which we rec-
ognize and anticipate environmental change.
“Good” will prevail if we acknowledge and
anticipate the requirements implicit in such a
population increase, and the expectation for a
long and prosperous life. A long life-span
depends on understanding how to maintain
better health; that, in turn, requires a sustain-
able environment and access to health care.
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One example would be applying what is
already known to benefit health: access to
clean water, clean air, and appropriate nutri-
tion, and ways to prevent epidemics and
control the spread of infection, even in the
absence of appropriate vaccines or antibi-
otics—such as what was so brilliantly executed
in recent years in the experience with SARS. 

Control of atmospheric pollution; proper
disposal of nuclear waste; addressing inade-
quate food and water supplies: we all have
our own list of needs for the future. High on
my list right now is concern for the many
thousands of children who are separated from
parents by scourges such as ever-present war
and the HIV pandemic. Every child needs to
be wanted, to be assured of safety and love
and education. We have known this truth for
centuries, but ignored it all too often. I am
appalled by the exploitation of children as
soldiers; by brutalities such as amputations
inflicted as punishment for child “offenders”;
by the widespread use of land mines, which
can grievously injure the curious child who
asks, simply, “What is this?”  In the United
States, the largest industrial country, we see
major regional differences in infant mortality
(defined as deaths in the first year of life),
with the differences skewed about 2.5 times
toward nonwhite persons relative to white
persons. The excess of nonwhite-infant
deaths persists year after year. The Institute
of Medicine recently distributed the findings
of a study that highlighted the right to equal
treatment and that set out a plan to end racial
and ethnic disparities in clinical diagnosis
and treatment in this country. Making that
plan a reality will require that we mobilize
the will and resources to do so.

Fortunately, the escalation in production
of new knowledge promises a wonderful
future in its application in solving human
problems. We have recognized the horrors of
war since the days of Homer. But over the
same span, we have gone from a strictly oral
means of sharing experiences, to inventions
that potentially give every human on earth
access to an incredible range of human
experience, both from recorded history and
from the daily news. Knowledge acquired
by observation and experience is ours for the
asking, through radio, video, e-mail, and
satellite communications. And the availability
of new knowledge has immense implications
for our ability to teach and preach.

J. Robert Oppenheimer famously recalled
that, as he watched the first controlled nuclear
explosion at Alamogordo, New Mexico, he
thought of words from the Hindu scripture,
the Baghavad Gita: “I am become death, the
destroyer of worlds.” He understood that the
bomb’s creation raised the possibility of a
global conflagration that could obliterate civi-
lization itself. Yet that same recognition also

spurred the meetings by concerned scientists
to alert all of us to the dangers we face, the
founding of the United Nations to promote a
meeting place for resolution of conflict, and
the support of efforts to help the children of
the world through UNICEF, the United
Nations Children’s Fund.

I had the privilege of knowing and work-
ing with the late James Grant, the former
head of UNICEF. His ability to make friends
and suggest ways to lessen the burden of
poverty in the nonindustrialized nations is
legendary. He worked with dictators, presi-
dents, and the press to highlight the desperate
situation of many of the world’s children.
One example was his advocacy of oral-re-
hydration therapy to treat the dehydration
caused by diarrhea, and the need for wells
to provide clean water in the future. He
communicated with the public by urging
national leaders to be photographed with
infants as they received oral hydration or
immunization. Eradication of smallpox was
a dream come true, and organi-
zations such as UNICEF and
Rotary International have been
most helpful in financing these
programs. Other organizations
have enlisted the press to promote
health practices, such as the highly
successful “Back to Sleep” cam-
paign in Australia to prevent sud-
den infant death syndrome (SIDS)
by providing public information
on the appropriate sleeping posi-
tion for infants.

And so I return, inevitably, to
where I began this address—to the
subject of children. That is not
merely because of my own background as a
neonatologist, but also because, in a larger
sense, what is good for children is good for
mankind. And the idea of children naturally
plays into my other theme: the imagination’s
role in the power of science to transform
our thinking about the world around us.
Think back to your own childhood. You were
almost certainly curious and imaginative
yourself, or you would not be here tonight.
That kind of imagination has played a signifi-
cant part not only in the pursuit of new
knowledge, but also, throughout the cen-
turies, in mythology, literature, and scripture,
and in storytelling even before the creation of
written languages.

Mythical figures persist today—from
gargoyles to dragons and even to wizards.
In 1998, J. K. Rowling of Edinburgh pub-
lished her first novel about the schoolboy
Harry Potter and his adventures in a school
for wizards. The series of Harry Potter
books has since captivated individuals from
8 to 80 years of age—even those who know
it is “make believe.” If you want to speak to

your seatmate in an airplane, just pull out
your Harry Potter paperback book; the odds
are great that the person next to you has
read it, or at least a family member has.
(I have the good fortune to know a dis-
tinguished Edinburgh neonatologist, Ian
Laing, who was present at the birth of Ms.
Rowling’s infant, and I thought perhaps we
could lure them to be principal speakers at
this meeting. However, though Ms.
Rowling thanked us for the invitation, she
replied that she thought she should give her
attention to her 6-month-old daughter—a
reason no pediatrician could protest!)
Howard Bennett of George Washington
University Medical Center, Washington,
D.C., has even, in a 30 October 2003 letter
to the New England Journal of Medicine,
described the appearance of a new child-
hood ailment—“Hogwarts headaches,”
caused, perhaps, by the sustained suspense
and tension of young readers as they spend
long periods enchanted and excited by these

books. My 8-year-old grand-nephew, how-
ever, informs me that Harry Potter will
surely be okay in the end, despite any
danger, since “he is a true wizard.”

And what has all of this to do with
science? For an answer to that, I will rely
once again on Albert Einstein—as quoted in
an announcement for a recent exhibit on
magic at the Museum of Science in Boston:
“Underlying the seeming differences between
science and magic are more similarities than
you might imagine. Both disciplines rely on a
process sparked by mystery and nurtured by
curiosity.” It is indeed a thrilling experience
to create new knowledge.
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Cumulative Sperm Whale
Bone Damage and the Bends

Michael J. Moore* and Greg A. Early

Osteonecrosis, a chronic pathology of deep

diving recognized in humans, is shown here

to be a progressive condition in sperm whales,

suggesting that the long-held dogma of com-

plete immunity to decompression sickness

(Bthe bends[) in marine mammals should be

revisited and that acute embolic disease may

result from disruption of normal dive patterns.

Postmortem examination (1) of a 14.7-m

adult male sperm whale, specimen NBWM

2003.95, showed that rib and chevron bone

articulations, nasal bones, and deltoid crests

(Fig. 1, fig. S1, and table S1) were pitted and

eroded, much as described by Flower in

1868 (2). The lesions were multifocal and

bilateral but asymmetric. Intervertebral disc

and fused epiphyseal plate structure appeared

normal, whereas a minority of zygapophyseal

facets showed the same erosion and remodel-

ing. Computer tomographs and x-rays

showed good cortical bone density in the

flipper, chevron bones, and vertebrae, with

dense lamellar cortex and less dense med-

ullary spongiform structure, but with joint

surface erosions evident where the ribs and

chevron bones articulated with the verte-

brae and sternebrae. Histological examina-

tion revealed multifocal, chronic, and marked

bone and cartilage erosion, ulceration, de-

generation, and extensive proliferation and

remodeling of cartilage and woven bone.

Aetiology was unclear but premortem, with

no histological indication of any infectious

disease. Ziehl-Neelsen staining failed to show

any definitive acid-fast bacteria. Bacterial

cultures revealed no growth of organisms

considered to be premortem pathogens.

Culture for Brucella spp. was negative.

Consequent to these findings, we sur-

veyed (1) 16 partial or complete sperm

whale skeletons from the Pacific and Atlan-

tic oceans, collected over a 111-year time

span, of a broad size and age range. As body

length increased, there was an increase in

severity of bilateral erosion and remodeling

of rib and chevron bone subarticular surfaces

and deltoid crests (Fig. 1, fig. S1, and table

S1). In calves, these showed regular small

nutrient foramina. The nasal bones showed

regular branching vessel indentations radi-

ating from the lateral margin toward the mid-

line. Early changes in juvenile rib (Fig. 1)

and chevron bone (fig. S1A) subarticular

surfaces included erosion around nutrient

foramina and single, large, semispherical

cavitations of 1.5 to 2.0 cm in diameter. In

larger animals of both sexes, the regular pat-

tern of nutrient artery foramina was further

obscured by a mass of fenestrated, eroded,

and remodeled bone in chevron and rib

articular surfaces, deltoid crests (Fig. 1 and

fig. S1), and nasal bones. The earliest stage

of the nasal bone change was found in a

7.3-m male, in which the vascular tree was

still evident, but substantial remodeling was

already present.

Osteonecrosis best describes the bony

changes we observed (supporting online

text). Similar lesions have been attributed

to dysbaric stress in fossil diving mosasaurs

(3) and plesiosaurs (4).

In humans (5), osteonecrosis can follow

dysbaric stress, hemoglobinopathy, hemo-

poietic disorders, hyperadrenocorticism, irra-

diation, or thermal injuries. Establishing the

primary cause of osteonecrosis is usually

based on history. All sperm whales routinely

undergo dysbaric stress, whereas we have

no cultural or histological evidence for any

other single known cause of osteonecrosis

that could have affected all the adult

sperm whales we examined from the At-

lantic and Pacific oceans over 111 years.

Thus, the most parsimonious hypothesis is

that nitrogen emboli induced the observed

osteonecrosis.

It therefore appears that sperm whales

may be neither anatomically nor physiolog-

ically immune to the effects of deep diving.

This opens the question of decompression

issues constraining surfacing behavior and

implies that they and probably other cetacea

may be open to acute embolic injury if

forced to surface rapidly. The recent de-

scription of acute decompression-like sick-

ness in beaked whales exposed to military

sonar (6) may, therefore, reflect acute

nitrogen embolism resulting when decom-

pression sickness avoidance behavior, such

as the dive traces previously described in

sperm whales (7), is overridden by extended

surfacing (supporting online text).

References and Notes
1. Materials and methods are available as supporting

material on Science Online.
2. W. H. Flower, Trans. Zool. Soc. London 6, 309 (1868).
3. B. M. Rothschild, L. D. Martin, Science 236, 75 (1987).
4. B. M. Rothschild, G. Storrs, J. Vertebr. Paleontol. 23,

324 (2003).
5. D. Resnick, Diagnosis of Bone and Joint Disorders

(Saunders, Philadelphia, PA, 2002).
6. P. Jepson et al., Nature 425, 575 (2003).
7. W. Watkins et al., Mar. Mamm. Sci. 18, 55 (2002).
8. Funded in part through a grant from NOAA Fisheries’

John H. Prescott Marine Mammal Rescue Assistance
Program (award no. NA03NMF4390046). WHOI
contribution no. 11227.

Supporting Online Material
www.sciencemag.org/cgi/content/full/306/5705/2215/
DC1
Materials and Methods
SOM Text
Fig. S1
Table S1

21 September 2004; accepted 19 October 2004
10.1126/science.1105452

BREVIA

Department of Biology, Woods Hole Oceanographic
Institution, Woods Hole, MA 02543, USA.

*To whom correspondence should be addressed.
E-mail: mmoore@whoi.edu

Fig. 1. Progressive, erosive, and remodeling de-
velopment of dysbaric osteonecrosis in sperm
whale subarticular rib bone surfaces. The top to
bottom panels show a progression from calf to
mature adult. Scale bar 2 cm top panel, 1 cm
rest. Dark areas indicate the vascular channels,
which appear normal in the calf and increasingly
eroded and enlarged in larger animals. Accession
numbers top to bottom (table S1): MCZ1209,
MCZ61406, NBWM 2003.95, and NBWM 2003.95.
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Distributions of
Microbial Activities in Deep

Subseafloor Sediments
Steven D’Hondt,1* Bo Barker Jørgensen,1 D. Jay Miller,1

Anja Batzke,2 Ruth Blake,1 Barry A. Cragg,1 Heribert Cypionka,1

Gerald R. Dickens,1 Timothy Ferdelman,1 Kai-Uwe Hinrichs,1

Nils G. Holm,1 Richard Mitterer,1 Arthur Spivack,1 Guizhi Wang,3

Barbara Bekins,1 Bert Engelen,2 Kathryn Ford,1 Glen Gettemy,1

Scott D. Rutherford,4 Henrik Sass,2 C. Gregory Skilbeck,1

Ivano W. Aiello,1 Gilles Guèrin,1 Christopher H. House,1

Fumio Inagaki,1 Patrick Meister,1 Thomas Naehr,1

Sachiko Niitsuma,1 R. John Parkes,1 Axel Schippers,1

David C. Smith,1 Andreas Teske,1 Juergen Wiegel,1

Christian Naranjo Padilla,1 Juana Luz Solis Acosta1

Diverse microbial communities and numerous energy-yielding activities
occur in deeply buried sediments of the eastern Pacific Ocean. Distributions
of metabolic activities often deviate from the standard model. Rates of
activities, cell concentrations, and populations of cultured bacteria vary
consistently from one subseafloor environment to another. Net rates of
major activities principally rely on electron acceptors and electron donors
from the photosynthetic surface world. At open-ocean sites, nitrate and
oxygen are supplied to the deepest sedimentary communities through the
underlying basaltic aquifer. In turn, these sedimentary communities may
supply dissolved electron donors and nutrients to the underlying crustal
biosphere.

Microbial life is widespread in the marine

sediments that cover more than two-thirds of

Earth_s surface. Intact cells (1) and intact

membrane lipids (2, 3) provide evidence of

prokaryotic populations in sediments as deep

as 800 m below the seafloor (mbsf). Prokaryotic

activity, in the form of sulfate (SO
4

2–) re-

duction and/or methanogenesis, occurs in

sediments throughout the world ocean (4).

The prokaryotes of subseafloor sediments

have been estimated to constitute as much as

one-third of Earth_s total living biomass (5).

Despite the ubiquity of life in subseafloor

sediments, little is known about it. The di-

versity of its metabolic activities, the com-

position of its communities, and the nature of

its variation from one environment to anoth-

er are largely unknown. Its relationship to

the photosynthetic surface world is not fully

understood. Its relationship to the deeper world

of the underlying basaltic crust has not been

tested.

To explore life in deeply buried marine

sediments, we undertook Ocean Drilling Pro-

gram (ODP) Leg 201. The expedition sites

are located in the equatorial Pacific Ocean

and on the continental margin of Peru (Fig. 1)

(6). These sites are typical of subsurface en-

vironments that exist throughout most of

Earth_s ocean. Their water depths range from

150 m on the Peru Shelf to 5300 m in the

Peru Trench. The sampled sediments ranged

in subseafloor depth from 0 to 420 m, in tem-

perature from 1- to 25-C, and in age from 0

to 35 million years ago (Ma) (6, 7). Pro-

karyotic cells occur throughout the sampled

sediment column at every site (Fig. 1) (8).

Diversity of metabolic activities. Dis-

solved electron acceptors such as SO
4

2– and

nitrate (NO
3

–) exhibit subsurface depletion,

whereas dissolved metabolic products such

as dissolved inorganic carbon (DIC 0 CO
2
þ

HCO
3

– þ CO
3

2–), ammonia (SNH
3
0 NH

3
þ

NH
4
þ), sulfide (SH

2
S 0 H

2
S þ HS–), methane

(CH
4
), manganese [inferred to be Mn(II)], and

Fe [inferred to be Fe(II)] consistently exhibit

concentration maxima deep in the drilled sed-

iment columns (e.g., Fig. 1). These con-

centration profiles indicate that biologically

catalyzed reactions consume and release me-

tabolites deep in the sediment column at all

of the sites. The microbial processes implicit

in Fig. 1 include organic carbon oxidation,

ammonification, methanogenesis, methanotro-

phy, sulfate reduction, and manganese re-

duction. Other processes that occur in these

sediments include iron reduction and the pro-

duction and consumption of formate, acetate,

lactate, hydrogen, ethane, and propane (6).

These activities are unexpectedly diverse.

The interstitial water chemistry of shallow

marine sediments generally exhibits a pre-

dictable zonation, with peak concentrations

of dissolved products from different redox

processes [Mn(II), Fe(II), SH
2
S, and CH

4
]

present at successively greater sediment

depths (9–12). This succession of redox zones

has been ascribed to competition between meta-

bolic pathways; electron-accepting reactions

that yield successively less negative standard

free energies are hypothesized to predomi-

nate at successively greater depths because

electron acceptors with higher free energy

yields are depleted at shallower depths [e.g.,

(9, 11)]. In shallow marine sediments that

exhibit this zonation, terminal electron ac-

ceptors ultimately enter the sediment from

the overlying ocean. As the reduced prod-

ucts from below enter successively shallower

zones of SO
4

2–, Fe(III), Mn(IV), NO
3

–, and

O
2

reduction, vertical cascades of electron-

accepting processes are sustained (11). For

example, O
2

may be used to oxidize Mn(II)

to Mn(IV), which can oxidize Fe(II) to Fe(III),

which might oxidize reduced sulfur, which

ultimately could oxidize hydrogen or organic

carbon.

In many respects, dissolved chemical pro-

files of Leg 201 sites exhibit this standard

zonation. However, they also depart from it

in four important ways. First, at site 1229,

the introduction of dissolved SO
4

2– from be-

low reverses the standard redox zonation by

sustaining a zone with abundant SO
4

2–

beneath a sulfate-depleted methane-rich zone

(Fig. 2). At this site and at nearby site 1228,

SO
4

2– is introduced at depth by upward dif-

fusion from ancient brine (6). This deep brine

is present along much of the Peru Shelf (13).

At sites 1225 and 1226, SO
4

2– similarly dif-

fuses upward into the deepest sediments from

water circulating through the underlying ba-

saltic aquifer. Sulfate is supplied to the deep-

est sediments in this manner throughout much

of the eastern equatorial Pacific (14).

Second, at some sites, the expected zona-

tion is locally reversed by the appearance of
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large peaks in dissolved Mn and Fe concen-

trations far below the seafloor (e.g., Figs. 1

to 3). Such midcolumn peaks demonstrate

that, in discrete intervals, concentrations of

buried iron- and manganese-bearing minerals

can be high enough and their rates of dis-

solution and reduction slow enough to con-

tinue long after metabolic activities with lower

standard free energies have become predom-

inant in shallower sediments.

Third, subsurface CH
4

maxima occur

within the sediments of all Leg 201 sites, in-

cluding the open-ocean sites where dissolved

SO
4

2– concentrations are high (6) (Fig. 1).

Similar maxima have recently been identi-

fied at many other open-ocean sites (4, 15).

They indicate that methanogenesis occurs

deep beneath the seafloor in most, perhaps

all, marine sediments, regardless of SO
4

2–

availability. This result indicates that methano-

genesis occurs long before electron acceptors

that yield higher standard free energies have

been depleted.

The fourth important departure occurs

only at the open-ocean sites, where the suc-

cession of redox zones that extends from the

seafloor to greater depths is mirrored by a

similar succession that extends upward from

the basement-sediment interface (Fig. 3). At

sites 1225 and 1231, relatively high concen-

Fig. 1. Map of Leg 201 sites and concentration profiles of several dissolved chemical species at five of the sites (17). At sites 1225, 1226, and 1231, the
deepest sample was taken just above the basaltic basement.

Fig. 2. Concentration
profiles of cells and
some dissolved chemi-
cals at site 1229 (17).
White bands mark
sulfate-methane tran-
sition zones. Arrows
mark midcolumn peaks
in dissolved Mn con-
centrations.
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trations of NO
3

– and traces of O
2

were dis-

covered at the base of the sediment column

(16, 17). This NO
3

– and O
2

presumably enters

the sediments from oxic water circulating

through the underlying basaltic basement.

A local peak in dissolved Mn occurs just

above this deep nitrate-reducing zone at both

sites 1225 and 1231 (Fig. 3). A similar peak

occurs in the basal sediments of site 1226.

At all three sites, these Mn concentration

maxima are stratigraphically overlain by maxi-

ma in dissolved Fe concentrations. These Mn

and Fe maxima mark successive intervals of

Mn and Fe reduction.

The deep occurrences of successive O
2
,

NO
3

–, Mn, and Fe redox zones at open-ocean

sites have three immediate implications. First,

the transport of O
2

and NO
3

– through the

underlying basaltic aquifer sustains aerobic

and nitrate-reducing prokaryotic communities

in the deepest (11 to 35 Ma) sediments of

these sites, although anaerobic communities

are active in the overlying sediment. Second,

this deep introduction of NO
3

– and O
2

may

cause Mn and Fe oxidation fronts and

thereby sustain continued Mn and Fe cycling

at the base of the sediment column. Third,

respiration along the flow path through the

underlying basalts is insufficient to strip O
2

and NO
3

– from the circulating water. Respi-

ration in these basaltic aquifers may be

limited by electron donor availability (18).

These discoveries indicate that the energy-

yielding activities of deep subseafloor sedi-

mentary ecosystems are far more diverse

than can be predicted from the standard redox

zonation of shallow marine sediments. Al-

though unexpected, the reversed redox succes-

sions of the deepest open-ocean sediments are

consistent with the hypothesis that electron-

accepting pathways with successively lower

standard free energies predominate at suc-

cessively greater distances from a source of

oxic water. The reversed subseafloor succes-

sion of site 1229 (from methanogenesis to

sulfate reduction) is similarly consistent with

this hypothesis.

The occurrence of methanogenesis in

sulfate-replete porewaters and the occur-

rences of Mn and Fe reduction in deep methano-

genic zones and deep sulfate-reducing zones

require different explanation(s) than the

reversed redox zones. There are at least

three possible explanations of these occur-

rences: (i) The organisms that undertake these

different processes may rely on noncompet-

itive substrates (different electron donors)

in deep marine sediments; (ii) organisms

that rely on electron-accepting pathways with

higher standard free energies may have higher

energy requirements than organisms that rely

on pathways with lower standard free energy

yields; or (iii) the in situ free energies of these

reactions may differ greatly from their stan-

dard free energies (for example, all of these

reactions may yield similar free energies in

deep subseafloor sediments where they co-

occur). Whichever explanation ultimately

applies, subseafloor occurrences of many

electron-accepting activities cannot be pre-

dicted by simple extrapolation of the shallow

marine redox zonation to sediments at

greater depths.

Rates of electron-accepting activities. At

steady state, fluxes of SO
4

2– and NO
3

– into a

sediment column are respectively equal to

net reduction rates of SO
4

2– and NO
3

– within

that column. Also at steady state, the mini-

mum rate of metal (Mn or Fe) reduction is

equal to the flux of the dissolved metal from

zones of net reduction (marked by local con-

centration peaks) to zones of net precipita-

tion or oxidation (marked by concentration

minima) (19).

Biogeochemical flux models based on con-

centration data and sediment physical prop-

erties were used to quantify rates of these

electron-accepting activities at most Leg 201

sites (Table 1) (17, 19). Net rates of SO
4

2– re-

duction in subseafloor sediments (91.5 mbsf),

net fluxes of SH
2
S out of those sediments,

and estimated Fe reduction rates within the

sediments are much higher at the ocean-

margin sites than at the open-ocean sites. In

contrast, estimated Mn reduction rates and net

NO
3

– reduction rates in the subsurface sed-

iments (from 91.5 mbsf to the base of the

drilled sediments) are higher at the open-ocean

sites than at the ocean-margin sites. These net

NO
3

– reduction rates entirely result from the

introduction of NO
3

– from the underlying ba-

saltic aquifers.

These rates of subseafloor activities vary

predictably from open-ocean sites to ocean-

margin sites (Table 1). At each site, the pre-

dominant energy-yielding pathways may be a

function of total electron-accepting activity.

For example, if the electron donor is C(0) for

electron-accepting reactions, carbon oxidation

by net SO
4

2– reduction appears to greatly

outpace carbon oxidation by metal (Mn and

Fe) reduction at the high-activity ocean-margin

sites and the most active open-ocean site

(Table 1) (20). In contrast, at the open-ocean

site where net activities are lowest (site 1231),

SO
4

2– reduction is not detectable and net res-

piration in sediments deeper than 1.5 mbsf

may principally rely on reduction of Mn(IV)

and Fe(III).

Biogeochemical linkages to the surface
world and to life in underlying aquifers. The

activities in Table 1 ultimately rely on elec-

tron acceptors from the photosynthetically

oxidized surface world. O
2
, NO

3
–, and SO

4
2–

ultimately enter these sediments by diffus-

ing down past the seafloor and, at the open-

ocean sites, by transport upward from seawater

flowing through the underlying basalts. The

oxidized Mn and Fe were originally intro-

duced to the sediments by deposition of Mn

and Fe at the seafloor.

The activities in Table 1 probably also

principally rely on electron donors from the

photosynthetically oxidized surface world. The

ultimate electron donors for subsurface eco-

Fig. 3. Dissolved concentration
profiles of NO3

– (red diamonds),
Mn (light blue squares), and Fe
(dark blue circles) at open-ocean
sites 1225 (A), 1226 (B), and 1231
(C). Arrows mark midcolumn peaks
in dissolved concentrations of Mn
and Fe at site 1226. At each site,
the deepest sample was taken just
above the basaltic basement.
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systems have been hypothesized to include

buried organic matter from the surface world

(9, 10), reduced minerals [such as Fe(II)-

bearing silicates] (21, 22), and thermogenic

CH
4

from deep within Earth (23). Comparison

of our subseafloor carbon oxidation estimates

to published estimates of organic burial rates

(24) suggests that buried organic carbon from

the overlying photosynthetic world is abun-

dant enough to fuel most or all of the esti-

mated electron-accepting activities (Table 1).

The role of reduced minerals cannot be

directly assessed with our data. However,

thermodynamic considerations preclude oxi-

dation of Fe(II) or Mn by Fe(III) or SO
4

2–.

Consequently, reduced Fe and Mn are unlikely

to be important subseafloor electron donors

at any sites where SO
4

2– or Fe(III) is the

principal electron acceptor. In the sediments

of site 1231, where Mn(IV) appears to be the

principal electron acceptor, Fe(II) may be an

important electron donor.

Our data clearly indicate that activity in

the sediments of our open-ocean sites is not

fueled by thermogenic CH
4

from deep within

Earth. Maximum concentrations in the mid-

dle of each open-ocean sediment column and

minimum concentrations near the sediment-

basement interface (Fig. 1) indicate that bio-

genic CH
4

and SNH
3

are produced deep in

these sediments, and, at sites where chemical

transport is dominantly diffusive, actually mi-

grate downward toward the underlying basalts.

In this manner, the deep sedimentary com-

munities may provide electron donors and

biologically accessible nitrogen to commu-

nities in the underlying basaltic aquifers.

Environmental variation in cell abun-
dance and cultured isolates of subseafloor
sedimentary communities. Cell concentra-

tions vary with metabolic reaction rates and

metabolic product concentrations from site

to site (Fig. 1). For example, cell concen-

trations are highest at sites where concen-

trations of metabolic products (SNH
3
, CH

4
,

DIC) and net rates of SO
4

2– reduction and Fe

reduction are highest, and cell concentra-

tions are lowest at sites where these rates and

metabolic product concentrations are lowest

(Fig. 1 and Table 1). The open-ocean sites

contained some of the lowest average cell

concentrations ever observed in deep-sea sed-

iments, whereas sediments recovered from

the Peru Shelf contained the highest concen-

trations ever observed beneath the seafloor

(Fig. 2).

Cell concentration profiles are also close-

ly related to dissolved reactant distributions

within individual sites. For example, at site

1229, high cell concentrations occur in sub-

seafloor sulfate-methane transition zones

(Fig. 2). Diffusion of the two reactants

(SO
4

2– and CH
4
) to these zones provides an

interface of high biochemical energy supply.

At one such zone (92 mbsf), this interface

supports cell densities that are an order of mag-

nitude higher than at the seafloor (Fig. 2).

Bacteria were successfully cultured and

isolated from multiple depths at every site

(Table 2) (17). These cultures indicate that

living bacteria are present throughout the en-

tire range of subseafloor depths sampled by

Leg 201 (1 to 420 mbsf) (Table 2). As as-

sessed from the 16S ribosomal RNA (rRNA)

genes of 168 isolates, these bacteria belong

to at least six distinct lineages (Table 2) (17).

Most of these isolates are closely related to

known marine organisms. Others are more

distant from known organisms. Most striking-

ly, the 16S gene of one isolate from open-

ocean site 1225 differs from the 16S gene of

its nearest known relative (a member of the

Bacteroidetes) by 14% (Table 2). In combi-

nation with the recent discovery of deeply

rooted but previously unknown archaeal 16S

gene sequences in subseafloor sediments of

site 1231 (25), this isolate demonstrates that

previously undiscovered prokaryotes exist in

deep subseafloor sediments of the open ocean.

Although the cultured bacteria constitute

only a small fraction of the total cell count in

each sample (up to 0.1%), these results hint

of consistent patterns in the community com-

position of subsurface sediments. Some lin-

eages appear to be cosmopolitan members

of subseafloor sedimentary communities. The

most commonly cultured taxa are Firmicutes

that are most closely related to the spore-

forming bacterium Bacillus firmus and a-

Proteobacteria that are most closely related

to Rhizobium radiobacter. These taxa were

often recovered from open-ocean sediments

with abundant dissolved SO
4

2– and little CH
4

(Table 2). They were also often recovered

from ocean-margin sediments with abundant

CH
4

and no dissolved SO
4

2–. Close relatives

of R. radiobacter have also been recently iso-

lated from Mediterranean subseafloor sedi-

ments (26). Recent surveys of archaeal 16S

genes in subseafloor sediments suggest that

some archaeal lineages [the Deep-Sea Archaeal

Group and the Marine Benthic Group A] are

similarly cosmopolitan members of subsea-

floor sedimentary communities (27).

Other lineages appear to be more selec-

tive in their subseafloor environmental affini-

ties. For example, cultured g-Proteobacteria

were consistently found at ocean-margin sites

(Table 2), where concentrations of organic mat-

ter, cell concentrations, and net metabolic rates

are high. However, they were rarely found at

open-ocean sites, where organic concentra-

tions, cell counts, and net metabolic rates are

low. In contrast, Actinobacteria were most

consistently found in sulfate-reducing sedi-

ments of the open-ocean sites (sites 1225,

1226, and 1231) and ocean-margin site 1227.

In short, subseafloor sedimentary com-

munities contain some taxa that inhabit a

Table 1. Estimated reduction rates and carbon oxidation equivalents at ODP Leg 201 sites. BDL, below detection limit; ND, not determined.

Leg 201
location

Water
depth

(m below
sea level)

Net NO3
–

reduction
(mol cm–2

year–1)

Estimated
Mn reduction
(mol cm–2

year–1)

Estimated
Fe reduction
(mol cm–2

year–1)

Net SO4
2–

reduction
(mol cm–2

year–1)

SH2S flux
out of

sediment
column

(mol cm–2

year–1)

Potential
C oxidation

by net NO3–

reduction
(mol cm–2

year–1)

Potential
C oxidation

by estimated
Mn(IV)

reduction
(mol cm–2

year–1)

Potential
C oxidation

by estimated
Fe(III)

reduction
(mol cm–2

year–1)

Potential
C oxidation
by net SO4

2–

reduction
(mol cm–2

year–1)

Organic
carbon
burial

rate (24)
(mol cm–2

year–1)

Peru margin sites
Shelf site

1227
427 BDL 2.2�10–11 1.0�10–7* 0.9�10–6 –0.7�10–6 BDL 1.1�10–11 2.5�10–8 1.8�10–6 3.1�10–6

Slope site
1230

5086 ND 1.4�10–10 2.5�10–7* 2.5�10–6 –2.0�10–6 ND 0.7�10–10 6.3�10–8 5.0�10–6 3.1�10–6

Open Pacific sites
Equatorial

site 1225
3760 1.3�10–9 2.9�10–8 1�10–8* 1.9�10–8 BDL 1.6�10–9 1.5�10–8 2.5�10–9 3.8�10–8 4.5�10–7

Equatorial
site 1226

3297 ND 5.9�10–9 7�10–8* 1.4�10–7 –1.3�10–9 ND 3.0�10–9 1.8�10–8 2.8�10–7 4.6�10–7

Peru Basin
site 1231

4813 8.0�10–9 6.1�10–8 3.9�10–8 BDL BDL 1.0�10–8 3.0�10–8 1.0�10–8 BDL 9.4�10–7

*Inferred from net S burial. Assumes all buried S goes to FeS2.
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broad array of redox environments and other

taxa that appear to exhibit consistent prefer-

ences for specific subseafloor environments.

At least some of the former taxa are cos-

mopolitan in their distribution. This broad

distribution is not entirely surprising, given

(i) the occurrence of so many of the same

metabolic products and reactants at every

site, (ii) the suitability of spore-forming bacte-

ria for broad dispersal, and (iii) the pos-

sibility that individual taxa are responsible

for different activities under different sub-

seafloor conditions (10).

Much remains to be learned about life in

subseafloor sediments. We do not yet know

which organisms (cultured or uncultured) are

responsible for which metabolic activities in

these sediments. We have probably not yet

reached the greatest sedimentary depths that

subseafloor organisms attain. Their effects

on global biogeochemical cycles and their

effects on mineral, chemical, and biological

resources are poorly constrained. The mini-

mum energy fluxes required to sustain them

remain unknown. Their total genetic diver-

sity, rates of population turnover, detailed

metabolic interactions, and community struc-

tures remain to be determined.
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Electron Coherence in a Melting
Lead Monolayer

F. Baumberger,* W. Auwärter,. T. Greber, J. Osterwalder-

We used angle-resolved photoemission spectroscopy to measure the elec-
tronic dispersion and single-particle spectral function in a liquid metal. A lead
monolayer supported on a copper (111) surface was investigated as the tem-
perature was raised through the melting transition of the film. Electron spec-
tra and momentum distribution maps of the liquid film revealed three key
features of the electronic structure of liquids: the persistence of a Fermi sur-
face, the filling of band gaps, and the localization of the wave functions upon
melting. Distinct coherence lengths for different sheets of the Fermi surface
were found, indicating a strong dependence of the localization lengths on the
character of the constituent atomic wave functions.

The transition from the solid to the liquid

state can have substantial effects on a mate-

rial_s electronic properties (1, 2). In the case

of semiconducting germanium, for example,

the forbidden states in the band gap of the

crystal are filled and the melt is metallic

(3, 4). Understanding the evolution of the

electronic wave functions, which underlie such

marked changes of the physical properties,

represents a prime experimental and theoret-

ical challenge. The main conceptual issue is

the lack of any long-range order in liquid or

amorphous materials. The periodicity of crys-

talline solids allows the classification of elec-

tronic wave functions as Bloch states (i.e.,

plane waves, modulated by lattice periodic

functions, that extend through the entire crys-

tal). In random systems, such as amorphous

solids or liquids, the crystal momentum is no

longer a good quantum number and the prob-

lem becomes analytically intractable (1, 5, 6).

Despite decades of intense research,

many fundamental problems of the electron-

ic structure of liquids remain unresolved (7).

In particular, the character of the electronic

wave functions (e.g., to what extent they are

itinerant or localized) has eluded experimen-

tal investigation. The primary experimental

problem is the loss of periodicity, which re-

stricts the information provided by the most

important experimental probes. A diffraction

experiment, which can retrieve the full three-

dimensional (3D) atomic structure of a

crystalline material, yields only a 1D projec-

tion in the form of a pair-correlation length

in a liquid or amorphous material (8). Analo-

gously, angle-resolved photoemission spectros-

copy (ARPES), which gives direct access to

the single-particle spectral function A(k,w)

in crystals, only measures the projection of

the momentum-resolved quantity on the en-

ergy coordinate (i.e., the spectral density) in

a liquid.

Recently, it has been shown in an x-ray

diffraction experiment that this limitation can

be overcome by working on the interface of a

liquid and a crystalline material, which led to

the first experimental observation of the five-

fold local symmetry (9), predicted for mon-

atomic 3D liquids more than 50 years ago

(10). We use a similar idea to directly mea-

sure the electron dispersion and spectral func-

tion in a 2D liquid: melted Pb. A crystalline

Cu(111) substrate serves as a support with

minimal influence on the atomic arrange-

ment of the 2D Pb liquid, and at the same

time ensures that the parallel momentum of

the initial Pb states is conserved in the

photoemission process. In a crystalline envi-

ronment, the momentum needed for photo-

emission is supplied in discrete quantities by

reciprocal lattice vectors, whereas in a liquid,

the photoelectrons gather arbitrary momenta

in the process. For a liquid monolayer, how-

ever, the momentum of the initial state can

be retrieved, because the proximity of the

crystalline substrate allows transfer of re-

ciprocal lattice vectors to the liquid states.

Complete momentum distribution maps of

the liquid film indicate two Fermi surface

sheets, and the spectral function (measured

independently for both sheets) reveals novel

aspects of the electronic structure of liquids.

Contrary to the usual assumptions that ac-

company the concept of a mobility edge, we

find only a negligible energy dependence of

the localization length (spatial extension of an

exponentially decaying wave function) but a

marked momentum dependence. This is in-

terpreted as a manifestation of the different

symmetries of the constituent atomic orbitals.

The experiments were performed in a mod-

ified VG-ESCALAB 220 spectrometer (11)

using He Ia radiation (21.22 eV). The energy

and angular resolutions were set to 60 meV

and T0.4-, respectively. Pb was evaporated

resistively onto a clean Cu(111) surface held
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at room temperature (RT) and the coverage

was calibrated by x-ray photoelectron spec-

troscopy and low-energy electron diffraction

(LEED) (Fig. 1A). For our ARPES experi-

ments we selected a coverage of 0.8 mono-

layers (ML), for which we determined a

melting temperature T
m

of 568 K, in agree-

ment with earlier structural studies (12). The

melting is demonstrated in the temperature

series of LEED patterns, shown in Fig. 1, B to

D. Although the six principal Cu(111) diffrac-

tion spots remain sharp for all temperatures

shown, the Pb-related spots smear out strongly

and anisotropically, consistent with the theory

of melting for a 2D crystal (8, 12–15). Fol-

lowing the analysis of (12) for the structure

factor along the radial direction close to a

Pb(1,0) spot, we obtain the values x(T) for

the pair-correlation length displayed in Fig. 1F

(16). For temperatures well above T
m

these

values drop to about 5 ), which is of the order

of the in-plane lattice constant, signaling the

complete melting of the Pb layer.

Before introducing the ARPES results,

we briefly describe the electronic states in

liquids. In a disordered 2D system, we ex-

pect localized electronic states (1, 5). For

such states, we can still meaningfully define

a momentum as the ensemble average of the

momentum expectation value (1, 2). At first

glance, we might expect that localized states

homogeneously fill momentum space. How-

ever, it has been shown that any structure in

the atomic pair-correlation length causes

maxima in the momentum distribution of

the electronic states, and the localized ei-

genstates of an infinite system are expected

to form continuously dispersing bands much

like those in a crystalline solid (1, 17). This

situation is closely related to that of quasi-

crystals, where a few dominant points in the

densely packed reciprocal lattice, which

contribute large values in the Fourier expan-

sion of the ionic potential, cause dispersive

peaks in the spectral function. The observa-

tion of such dispersive excitations in non-

periodic systems, as recently achieved in

quasicrystalline AlNiCo (18), is a fundamen-

tal task, even though it is clearly not a proof

of extended states (19). The crucial difference

between localized and itinerant states lies in

the width of A(k,w) at a fixed energy w
0
. This

width also relates directly to the transport

properties of the liquid (2). For a noninter-

acting solid, A(k,w
0
) is a sharp delta-function

at the energy-momentum position of the

electronic band. In the case of a liquid, the

spectral function is broadened even without

interactions, because a localized eigenstate

cannot exhibit a sharp momentum (2).

Photoemission Fermi surface maps from

the clean substrate and the solid Pb mono-

layer are shown in Fig. 2, A and B. The Pb-

related features—a slightly hexagonal inner

Fermi level crossing at k
//
, 0.6 )–1 and the

small electron pockets at the K-points (20)—

are readily identified from a comparison with

the density functional calculation for a free-

standing planar Pb layer (Fig. 2C) Ethe intense

Shockley surface state on Cu(111) (21) is

quenched by the adlayer^. The inner part of the

electron pockets at K is not very distinct in this

representation of the data; it can be seen more

clearly in the dispersion plot (see below).

The melting transition has a strong

impact on the Fermi surface features of the

Pb layer (Fig. 3). In these photoemission

ξ

Fig. 1. Structural characterization of the melting transition. (A) Coverage dependence of the lattice
constant of the first Pb layer on Cu(111). aPb-bulk and aCu denote the respective bulk lattice
constants of Pb and Cu. One monolayer (ML) of Pb is defined by the coverage of maximum
compression; further Pb must grow in a second layer. (B to D) LEED patterns of a 0.8-ML film
measured with an electron energy of 65 eV at temperatures above and below the melting
transition. The Cu(111) principal spots show little temperature dependence, whereas the Pb-
related spots smear out strongly. (E) Radial (triangles) and azimuthal (circles) half width at half
maximum (HWHM) of a Pb(1,0) spot versus temperature. Empty and solid symbols denote
measurements for increasing and decreasing temperatures, respectively. (F) Radial pair-correlation
length x, calculated from the radial width of the diffraction spots, assuming a pair correlation
function º exp[–krk/x] (r Y V) (16). The solid line is a fit using the critical exponent of 0.37 for a
2D liquid (14).

ΓΓ

Fig. 2. Fermi surface of the solid Pb monolayer at room temperature. (A) Photoemission intensity
at the Fermi energy from clean Cu(111), recorded for more than 104 emission angles and plotted
as a function of the momentum component in the surface plane. The dark (i.e., high-intensity)
contours represent sections through the volume Fermi surface of copper, displaying clearly the
well-known L-point necks (25). The dark circle near the center of the plot is due to a free electron–
like Shockley surface state (21). (B) Fermi surface map for the Cu(111) surface covered with 0.8 ML
of Pb. The additional contours represent directly the 2D Fermi surface of the incommensurate,
hexagonally packed Pb layer. Solid and dashed white lines trace the Pb- and Cu-related features,
respectively, and serve as guides to the eye. The Brillouin zones of the incommensurate Cu
(dashed) and Pb (solid) surface lattices are plotted in black. (C) Density functional theory cal-
culation for a free-standing planar Pb layer, which may serve as a reference to identify the main
features of the experimental Fermi surface map.
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intensity maps, well-defined Cu contours are

observed at all measurement temperatures

and serve as a convenient reference for

analyzing the Pb states in the liquid layer.

Comparison of the Fermi surface in the solid

phase at elevated temperature with the RT

data in Fig. 2B shows that the dominant

features remain unchanged, although the tran-

sition widths broaden considerably because

of the increased electron-phonon interaction.

However, at the melting transition (568 K)

the Fermi surface topology changes radical-

ly. The electron pockets at the K-points and

the ring-like Fermi contour from the second

Brillouin zone coalesce to form one slightly

hexagonally modulated ring with k
//
, 1.4 )–1

while the inner Fermi surface in the first zone

remains visible. Similar to the LEED spots,

the Pb-related contours show a gradual smear-

ing out with increasing temperature. The pro-

cess is not finished at 568 K but proceeds well

above T
m

, reflecting the continuing decrease

of the pair-correlation length. The broadening

of the inner Fermi surface is much more se-

vere, indicating a shorter coherence length

for states with small momentum.

Before proceeding in the discussion of our

results, we address the influence of the crys-

talline substrate on the spectra from the liquid

Pb layer. Fig. 1A shows that the Pb layer

grows incommensurate for all coverages—a

rather unusual behavior that requires a very

weak corrugation of the potential landscape

felt by the adatoms. The absence of strong

Umklapp features in the Fermi surface map

in Fig. 2B indicates a similarly weak lateral

coupling of the two electronic systems.

Nonetheless, the Pb(1,0) spots in the LEED

patterns of Fig. 1, B to D, do not coalesce

fully in the azimuthal direction to form a

uniform diffraction ring, in agreement with

the results of (12). The persistence of some

azimuthal modulation of the LEED inten-

sities above T
m

is likely not a manifestation

of the hexatic phase of a 2D liquid (8) but

reflects the weak (nonzero) corrugation of

the substrate potential, which leads to a

preferential orientational alignment of the

sixfold symmetric elementary building blocks

of the 2D liquid. The slight anisotropy of the

Fermi surface in the liquid is a direct con-

sequence of this remaining orientational long-

range order. However, even in the solid film

at elevated temperature, the electronic wave

functions are only coherent over a few lattice

constants. Therefore, their character can de-

pend only on the short-range correlations,

which we expect to be indistinguishable from

those in an ideal 2D liquid.

The data in Fig. 4 allow a more detailed

look at the electron phase coherence in the

liquid film. Raw data showing the dispersion

of the electronic states in the solid and liquid

phase are shown in Fig. 4, A and B. In the

following, we focus on the momentum

profile indicated by the solid horizontal line

1.5 eV below the Fermi level, where the

different states can be well separated. Three

bands are observed: a broad transition from

Fig. 3. Evolution of the Fermi surface through the melting transition.
Shown are photoemission Fermi surface maps from a 0.8 ML Pb layer on
Cu(111), measured at the temperatures indicated in the figure. Melting
of the Pb layer occurs between 553 K and 585 K. Note that the copper
Fermi surface contours remain sharp throughout the melting transition

of the film. The dominant Pb and Cu contours are traced by the solid
and dashed white lines, respectively. The inset enlarges the region
where the electron pockets around the K-points and the Fermi surface
from the second Brillouin zone of the solid film coalesce to one large
Fermi surface in the liquid.

Γ

Γ

ξ

Fig. 4. Electron dispersion and spectral function in the liquid. (A) Band dis-
persion along M G K for the solid film at RT. The vertical arrows mark the
Fermi level crossings of the K-electron pockets. (B) Same as (A) for the
liquid film at 585 K. (C) Momentum distribution curves at E – EF 0 –1.5 eV,
showing the evolution of the two Pb px,y bands through the melting tran-
sition. The inset shows a Lorentzian spectral function on a smooth back-
ground fitted to the transition labeled a in the liquid film. (D) Coherence
length of the Pb states on the inner and outer Fermi surface as a function

of temperature. Error bars reflect the scatter of the results for different
functional forms of the background. Also shown is the decay of the radial
pair-correlation length in the liquid phase (black symbols, reproduced
from Fig. 1F), fitted with the critical exponent for a 2D liquid of 0.37 (14).
The inset demonstrates the correlation of the momentum broadening
with the sign of the group velocity for various points in the band struc-
ture. (E) EDCs, taken at K for various temperatures, demonstrating the re-
versible filling and opening of a band gap at the melting temperature.
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the Cu bulk sp-band in the center, framed by

two Pb p
x,y

derived states, dispersing sym-

metrically around the Brillouin zone bound-

ary of the solid film (20). Both Pb bands can

clearly be identified in the liquid film, and

the inset to Fig. 4C shows that the spectral

function of the liquid layer remains to a good

approximation Lorentzian (22, 23). Howev-

er, broadening and decay of intensity upon

melting are markedly different for the two

states, as is evident in the momentum dis-

tribution curves shown in Fig. 4C. The tran-

sition labeled b at k
//
, 0.8 )–1 washes out

almost completely, whereas the peak a at

1.3 )–1 is much less affected by the melting.

Fig. 4D summarizes the behavior of A(k,w
0
)

for different points in the band structure of

liquid Pb. For all states, we find a clear

momentum broadening at the melting transi-

tion (24). However, for states belonging to

the outer Fermi surface, the broadening is

only modest. These states therefore essen-

tially conserve their character through the

phase transition. Contrarily, states on the

small Fermi surface change qualitatively

from extended states in the solid film to

highly localized states in the liquid. It is

illustrative to convert wave numbers and

peak widths for the transitions a and b to

wavelengths l 0 2p/k and radial coherence

lengths Dk–1 of the photo hole wave func-

tions. We find l 0 4.8 ) and Dk
–1

Q 12 ) for

state a, versus l 0 7.9 ) and Dk
–1

, 4 ) for

state b. The latter state with longer wave-

length thus exhibits supercritical damping and

does not fulfill the basic condition for ex-

tended states: It may be considered fully local-

ized (1). The same analysis has been carried

out over the entire accessible energy range

(–1.9 eV to E
F
), and no marked change of

the coherence length with energy was found.

A striking indication for loss of coherence

can be observed at the nominal Brillouin zone

boundary where the K-gap around 1.5 eV

binding energy disappears upon melting

(feature c in Fig. 4, A and B). A set of

energy distribution curves (EDCs) taken at K

for various temperatures is shown in Fig. 4E.

Clearly, the melting temperature represents a

sharp break where the spectra change qual-

itatively: The two Pb-related peaks from

below and above the band gap disappear, and

a new very broad structure emerges close to

the lower band edge. The momentum distri-

bution of the liquid states that evolve in the

band gap of the solid film is comparable to the

states on the inner Fermi surface, indicating a

high localization, consistent with basic mod-

els (1, 7). Figure 4E also shows that the

melting transition is fully reversible.

We propose that the key to the different

behavior of states on the inner and outer

Fermi surfaces lies in the character of the

atomic wave functions that constitute the

bands. Both wavelength and symmetry of

the wave functions may be important. Intui-

tively, one might expect a higher susceptibil-

ity to disorder for states with a short

wavelength (17), but this is opposite to the

trend observed in the data. Thus, the key

effect appears to be the symmetry of the

constituent atomic wave functions. The band

that forms the small Fermi surface exhibits a

negative group velocity; that is, the band

energy decreases with increasing wave vec-

tor. This is characteristic of p-type wave

functions that change their phase at the

nucleus site. In a tight-binding picture, the

band minimum lies at the Brillouin zone

boundary where neighboring atoms contrib-

ute to the overall wave function with op-

posite phases, thus maximizing the mutual

overlap. In the liquid state the zone boundary

no longer exists, and these states thus lose

their phase reference. Bands with positive

group velocity, such as those that form the

outer Fermi surface in the liquid, are of even

symmetry and refer their phases to the G
point, which persists in the liquid state to

serve as a phase anchor.
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Detection of a Deep 3-mm
Absorption Feature in the

Spectrum of Amalthea (JV)
Naruhisa Takato,1* Schelte J. Bus,2 Hiroshi Terada,1 Tae-Soo Pyo,1

Naoto Kobayashi3

Near-infrared spectra of Jupiter’s small inner satellites Amalthea and Thebe
are similar to those of D-type asteroids in the 0.8- to 2.5-micrometer wave-
length range. A deep absorption feature is detected at 3 micrometers in the
spectra of the trailing side of Amalthea, which is similar to that of the non-ice
components of Callisto and can be attributed to hydrous minerals. These
surface materials cannot be explained if the satellite formed at its present
orbit by accreting from a circumjovian nebula. Amalthea and Thebe may be
the remnants of Jupiter’s inflowing building blocks that formed in the outer
part or outside of the circumjovian nebula.

The jovian system has three classes of sat-

ellites: outer small satellites, large regulars

(Galilean satellites), and inner small regulars.

The outer small satellites were probably pro-

ducts of early capture from heliocentric orbits

(1, 2), and the Galilean satellites formed by

circumjovian accretion (1, 3), but the origin of

the inner small satellites is still uncertain (4).

There are four small satellites inside Io_s orbit.

Amalthea and Thebe are the outer two satel-

lites among these, revolving at 2.54 and 3.11

Jupiter radii, respectively. The size of Amalthea

is 270 by 165 by 150 km and that of Thebe is

116 by 98 by 84 km (5, 6). Almathea and

Thebe may have formed by accretion from the

circumjovian nebula (1, 7) because they have

low-inclination (i 0 0.39- and 1.07-, respec-

tively) and low-eccentricity (e 0 0.003 and
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0.018, respectively) orbits. Because the inner

region of the circumjovian nebula was hot

(9800 K), these satellites should be composed

of refractory, high-density materials (1, 8).

However, recent gravity analysis of the Galileo

spacecraft flyby of Amalthea indicates a low

bulk density (G1 g cmj3) (9), which is incon-

sistent with the circumjovian nebula origin and

suggests that Amalthea is a captured asteroid, a

scenario that is also consistent with its size,

shape, and optical albedo (5).

Here, we report the near-infrared reflec-

tance spectra of Amalthea and Thebe obtained

by the near-infrared camera and spectrograph

(IRCS) (10) at the Subaru Telescope and a

medium-resolution spectrograph and imager

(SpeX) (11) at the NASA Infrared Telescope

Facility (IRTF) on Mauna Kea, Hawaii. Be-

cause the rotations of Amalthea and Thebe are

synchronized with their revolution around Ju-

piter, half of each satellites_ surface is always

facing toward its direction of motion (leading

side) and the other side is always trailing. We

have obtained spectroscopic observations of

the trailing side of Amalthea over the 0.8 to

4.2 mm wavelength range and of the trailing

side of Thebe from 0.8 to 2.5 mm, as well as

observations of solar analog stars for deducing

the reflectance spectra of these satellites. We

also obtained photometric measurements of

Amalthea at J (1.25 mm), H (1.63 mm), and K

(2.20 mm) bands for the leading side and at K

and L¶ (3.77 mm) bands for the trailing side

when the Sun-Amalthea-Earth angle (phase

angle) was between 8.8- and 10.0- (table S1).

Scattered light from Jupiter was negligible in

K band and longer wavelengths. In J and H

bands, the scattered light cannot be ignored;

thus, we removed the background by fitting a

linear function to the data (12).

The photometric results were converted

to a reflectance at each wavelength with the

three-dimensional shape model of Amalthea

provided by Voyager observations (13) to

calculate the cross-sectional illuminated area

visible from Earth. The reflectance spectrum

of the trailing side of Amalthea from 0.8 to

2.5 mm is scaled to the mean K-band reflec-

tance, and that from 2.8 to 4.2 mm is scaled to

the reflectance at L¶ band. The resulting re-

flectance spectra from the leading and trailing

sides of Amalthea (Fig. 1A) include data from

Voyager and Galileo photometry Econverted to

the phase angles of our observations by using

the photometric model of Simonelli et al. (14)^.
Our data are consistent with the Galileo mea-

surements except for the 1.0 mm data point.

The reflectance spectra of Amalthea and

Thebe both show red slopes with no distinct

absorption features in the 0.8 to 2.5 mm range,

closely resembling spectra of D-type asteroids

over this wavelength interval (Fig. 1B). How-

ever, the spectra of D-type asteroids do not

contain blue absorptions shortward of 0.6 mm

like those seen in the spectra of Amalthea and

Thebe. This blue absorption edge has been

attributed to surface contamination by sulfur-

bearing materials from Io (4) (SOM text).

A deep, broad absorption feature is seen

at 3 mm in the spectrum for the trailing side

of Amalthea. The depth of this absorption

feature is 65 T 13% of the continuum level at

2.5 mm. We confirmed this absorption feature

by observing on two different nights (see fig.

S1 for the discussion of the reliability of our

2.8 to 4.2 mm spectrum). This 3-mm absorp-

tion feature is an important diagnostic of the

composition of Amalthea_s surface. The ab-

sorption band near 3 mm indicates the hy-

droxyl (O–H) stretch fundamental or the first

overtone of the water (H
2
O) stretch modes.

Hydrous minerals exhibit absorption bands

near 3 mm by structural hydroxyl or adsorbed

and interlayer water. The 3-mm absorption fea-

ture and the red slope in the 0.8 to 2.5 mm

range are very similar to the spectral features

of non-ice components on Callisto (Fig. 1B)

that are attributed to hydrous minerals (15).

Hydrous minerals are also found in abundance

in CI- and CM-class carbonaceous chondrite

meteorites and the Tagish Lake meteorite,

thought to be meteorite analogs of C- and

D-type asteroids, respectively (16, 17). The

reflectance spectrum of the trailing side of

Amalthea matches those of Tagish Lake and

Murchison (CM2) in the 0.6 to 2.5 mm wave-

length range (Fig. 2A). The 3-mm absorption

band in Murchison and Ivuna (CI) matches that

observed in Amalthea. These good matches

Fig. 1. (A) Reflectance spectra of Amalthea (JV), obtained with IRCS on
Subaru Telescope and SpeX on IRTF, plotted with Voyager and Galileo
reflectance data. The reflectances at J, H, K, and L¶ bands are calculated
from our photometric data by using the shape model for Amalthea (13).
The spectrum of the trailing side in 0.8 to 2.5 mm is scaled to the mean
K-band reflectance, and the spectrum in 2.8 to 4.2 mm is scaled to the L¶-
band reflectance. The error of the spectrum at 3.0 mm is about 30% (see
fig. S1). The Galileo reflectance data are converted to the values at our
observing phase angle (8.8- for the leading side and 8.9- for the trailing

side) with the Hapke scattering model (14, 18). The spectrum in 2.8
to 4.2 mm is smoothed with a Gaussian filter of 0.006 mm bandwidth.
(B) Near-infrared spectra of the trailing side of Thebe (JXIV) and
Amalthea (JV) compared with the spectra of Callisto and C-, P-, and D-
type asteroids (SOM text). Open squares show Galileo’s data of Thebe,
and the other symbols are the same as in (A). The spectrum of Thebe
obtained by our observations is scaled to match Galileo’s data at 0.9 mm.
The spectra of Amalthea and Thebe fit into D-type asteroids on the basis
of their 0.8 to 2.5 mm spectral slopes.

1Subaru Telescope, National Astronomical Observa-
tory of Japan, 650 North Àohoku Place, Hilo, Hawaii
96720, USA. 2Institute for Astronomy, University of
Hawaii, 640 North Àohoku Place, Hilo, Hawaii 96720,
USA. 3Institute of Astronomy, Graduate School of
Science, University of Tokyo, 2-21-1 Osawa, Mitaka,
Tokyo 181-0015, Japan.
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E-mail: takato@naoj.org
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in the 3-mm feature with Callisto non-ice

components and carbonaceous chondrites

strongly suggest that the surface of Amalthea

contains hydrous minerals such as phyllosil-

icates, which are primarily responsible for the

3-mm absorption seen in CI and CM chondrite

spectra (16). (See SOM text for a discussion

on space weathering.)

Water ice is another possible candidate

for producing the 3-mm absorption feature.

However, water ice also has absorption bands

at 1.5 mm and 2.0 mm that are not detected in

our spectrum. It is difficult to reproduce the

band ratios and the shape of our 3-mm feature

by using mixture models of water ice and

graphite and applying a Hapke scattering the-

ory (18). Thus, water ice may not be the main

contributor to the 3-mm feature observed in

Amalthea. Because the degree of suppression

of the absorption bands due to water ice de-

pends on the albedos of other constituents

and their degree of mixing (19), we cannot

rule out the possibility of the existence of

water ice as the agent for the 3-mm feature.

Organic materials have been suggested as

the constituents that produce the red spectrum

of the small bodies in the outer solar system,

including D-type asteroids. Organic materials

with red near-infrared spectra also exhibit a 3-

mm absorption band due to their hydroxyl (Fig.

2B). The reflectance spectra of what is called

a Titan tholin (the products of coronal dis-

charges through a 9:1 mixture of N
2

and CH
4
)

(20) and an HCN polymer (poly-HCN) (21)

suggest that such organic materials could be

responsible for the 3-mm feature on Amalthea.

An example compound spectrum was

calculated for a mixture of five components:

10 weight percent (wt %) Titan tholin (grain

size diameter of 10 mm), 40 wt % poly-HCN

(10 mm), 9 wt % water ice (10 mm), 12 wt %

a-sulfur (10 mm), and 29 wt % graphite

(20 mm). Water ice and a-sulfur are needed

to match the spectral shape longward of

3.5 mm and shortward of 1.5 mm. This synthet-

ic spectrum roughly reproduces the spectral

shape of Amalthea over the interval from

0.8 to 4.0 mm. However, this model fit does

not necessarily require the presence of or-

ganic materials, because the model is not

unique and no characteristic absorptions of

organic materials (e.g., C–H absorption band

near 3.4 mm) are identified in our spectra.

Hydrous minerals or organic materials to

which we ascribed the 3-mm feature are

products of a low-temperature environment.

Serpentine, a primary phase of hydrated

silicates found in the matrix of CI and CM

meteorites, cannot be formed at temperatures

over È400 K in a gas phase at 30 MPa (8).

Similarly, most of the organic materials in

the solar nebula evaporate at 600 K, with less

than 1 wt % of the initial organic materials

surviving at that temperature (22). Thus,

Amalthea probably formed in a cold envi-

ronment, with temperatures below È600 K.

According to current formation models of

the jovian satellites (3, 23), temperatures of

the circumjovian nebula at the present loca-

tion of Amalthea exceeded 800 K. This model

temperature is too high to form hydrous

minerals or for the survival of organic

materials. Therefore, our results suggest either

that Amalthea formed in a cooler region of the

circumjovian nebula at a greater distance than

its present orbit or that it is a product of early

capture from a heliocentric (asteroidal) orbit.

A possible scenario is that Amalthea, and

possibly Thebe and two other inner satellites,

Metis (JXVI) and Adrastea (JXV), were satel-

lite embryos that formed near Callisto and then

migrated into the inner region. Because the tem-

perature of the circumjovian subnebula near

Callisto was too cold for hydration, accretion or

tidal heating may have occurred on Amalthea.

Another possibility is that Amalthea is a

captured planetesimal. Most of the asteroids

with heliocentric distances near Jupiter are

D-types (24). Thus, it is likely that plane-

tesimals with the same origins as D-type

asteroids were captured into the early jovian

system and spiraled inward under gas drag

(7). Amalthea and the other three satellites

can be the remnants of these planetesimals.

Although most D-type asteroids do not show

a 3-mm absorption feature (25), water ice is

thought to have been a constituent of these

asteroids, at least in their early history (26).

Tidal heating might enhance the hydration of

Fig. 2. (A) Spectral comparison of the trailing side of Amalthea (black line
and symbols) with carbonaceous meteorites (a) Tagish Lake, (b)
Murchison (CM2), and (c) Ivuna (CI) (shown in two different scalings)
(27). The spectral slope in 0.6 to 2.5 mm well matches those of Tagish
Lake and Murchison. Murchison has a 3-mm absorption feature that will
roughly match the Amalthea spectra if the absorption is a little deeper,
whereas Tagish Lake does not have the 3-mm absorption as deep as does
Amalthea. Ivuna has a 3-mm absorption feature that matches the 3-mm
feature of Amalthea well, although its 0.6 to 2.5 mm spectrum is flatter
than Amalthea’s. (B) An example of the model spectrum of Amalthea

containing organics and water ice. (a) Reflectance spectra of Titan tholin
(10 mm in diameter, solid red line) (20), poly-HCN (10 mm, broken red
line) (21), water ice (10 mm, black line) (28), a-sulfur (10 mm, dash-dotted
black line) (29), and graphite (20 mm, dotted black line) (30) calculated by
using Hapke scattering theory (18) with the same scattering parameter as
of Amalthea (14) at the phase angle of 8.9-. The reflectance of poly-HCN
and a-sulfur are displayed 10 and 4 times enlarged, respectively, for
clarity. (b) The spectrum of the trailing side of Amalthea (black lines and
symbols) is compared with a model spectrum (red line) that is calculated
for an intimate mixture of the five components indicated in (a).
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Amalthea during the capturing process into

the jovian system.
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First-Principles Theory for the
H þ CH4 Y H2 þ CH3 Reaction

Tao Wu,1* Hans-Joachim Werner,2 Uwe Manthe3,1.

A full-dimensional quantum dynamics simulation of a hydrogen atom reacting
with methane on an accurate ab initio potential energy surface is reported.
Based on first-principles theory, thermal rate constants are predicted with an
accuracy comparable to (or even exceeding) experimental precision. The
theoretical prediction is within the range of the significantly varied experi-
mental rate constants reported by different groups. This level of accuracy has
previously been achieved only for smaller, three- or four-atom reactive sys-
tems. Comparison with classical transition state theory confirms the impor-
tance of quantum mechanical tunneling for the rate constant below 400 kelvin.

The quantitatively accurate theoretical de-

scription of chemical reactions has so far

been restricted to gas-phase systems includ-

ing up to four atoms (1, 2). Most inves-

tigations view the reaction as a scattering

process and calculate quantum state–resolved

cross sections. However, recent work (3–5)

suggests that thermal rate constants Ek(T)_s^
could be calculated accurately for larger

systems if scattering calculations are avoided

and a rigorous quantum dynamical descrip-

tion based on a transition state concept is

employed instead.

Applied interest in accurate k(T)_s has

become an important additional incentive for

theory. Many relevant reactions in atmo-

spheric and combustion chemistry involve

only a moderate number of atoms, and k(T)_s
are crucial to model these reaction chains.

However, the measured rate constants

reported by different groups or obtained by

different techniques often vary significantly.

At atmospherically relevant temperatures

(below 300 K), only limited experimental

data are available (6, 7), and many rate

constants must be extrapolated from high-

temperature data. Moreover, for some

reactions, the rate constants can be deter-

mined only from indirect experimental evi-

dence or based on analogy. Thus, a theory

that predicts k(T)_s accurately from first

principles would be a valuable supplement.

Quantitative descriptions of chemical

reactions require two steps: construction of

accurate multidimensional potential energy

surfaces (PESs) and accurate quantum dy-

namics simulations on these PESs. During

the past decade, accurate quantum dynamics

calculations for triatomic system have been

almost routine. The first accurate calcula-

tions for a tetraatomic reaction, H
2
þ OH Y

H þ H
2
O (8–10), appeared 10 years ago and

many have followed. Progressing toward

larger systems, the six-atom reaction

H þ CH4 Y H2 þ CH3 ð1Þ

has been a benchmark system for develop-

ments in the past several years (5, 11–20).

Recently, accurate quantum dynamics calcu-

lations (3, 5) could be performed for this

reaction. This leap from four-atom reactions

to six-atom reactions (that is, from 6-

dimensional to 12-dimensional quantum dy-

namics) was made possible by efficient

schemes for multidimensional wave-packet

propagations (21, 22) and direct reaction rate

calculations (5, 23, 24).

To achieve an accurate description of

polyatomic chemical reactions, these devel-

opments in quantum dynamics techniques

must be matched by a similarly accurate

knowledge of the underlying PESs. How-

ever, accurate ab initio PESs are rarely avail-

able for systems including more than three or

four atoms. The quantum dynamics calcu-

lations for the H þ CH
4
Y H

2
þ CH

3

reaction discussed above, for example, used a

semi-empirical PES introduced by Jordan

and Gilbert (JG PES) (25). Because the re-

action barrier of the JG PES is significantly

smaller than barriers obtained by recent high-

level ab initio results, the JG PES could be

expected to yield k(T)_s significantly larger

than those produced by experiment (12).

Consequently, the k(T)_s obtained from con-

verged full-dimensional quantum dynamics

calculations (3, 5, 26) did not agree well with

experiment. However, several approximate

quantum dynamics calculations using the JG

PES could be validated by comparison with

these benchmark results. Transition state

theory calculations including tunneling cor-

rections by Truhlar and co-workers (17, 18),

as well as different reduced dimensional

1Theoretische Chemie, Technische Universität München,
Lichtenbergstrasse 4, 85747 Garching, Germany. 2Insti-
tut für Theoretische Chemie, Universität Stuttgart,
Pfaffenwaldring 55, 70569 Stuttgart, Germany. 3Theo-
retische Chemie, Fakultät für Chemie, Universität
Bielefeld, Postfach 100131, 33501 Bielefeld, Germany.

*Present address: Department of Chemistry, Zhejiang
University, Hangzhou, 310027, China.
.To whom correspondence should be addressed.
E-mail: uwe.manthe@uni-bielefeld.de

R E P O R T S

www.sciencemag.org SCIENCE VOL 306 24 DECEMBER 2004 2227



quantum dynamics studies from several

groups (11, 12, 14), found good or reason-

able agreement for k(T). In contrast, reduced

dimensional quantum dynamics calculations

of Zhang, Zhang, and co-workers (13, 16),

which estimated k(T) from an initial state-

selected rate, yielded significantly lower rate

constants. Their k(T) values were even

smaller than classical transition state theory

rates, which is an unexpected result for a

direct reaction with hydrogen transfer.

Because of the shortcomings of the JG

PES, obtaining an accurate PES for the H þ
CH

4
reactions seemed desirable. However,

the number of dimensions is a substantial

problem for the construction of an accurate

PES for any polyatomic reaction. Recently,

Shepard interpolation (27, 28) of high-level

ab initio quantum chemistry data yielded

progress in the construction of accurate

multidimensional PESs (1). The results were

combined with quantum dynamics simulations

to accurately describe the benchmark tetra-

atomic reaction H
2
þ OH Y H þ H

2
O (1).

This report presents results for k(T) of the

H þ CH
4
Y H

2
þ CH

3
reaction, thus ex-

tending the range of accurate first-principles

theory beyond tetraatomic reactions. A high-

level ab initio PES was calculated, and quan-

tum dynamics simulations on this new PES

were performed. We briefly describe the meth-

ods used to obtain this description of the H þ
CH

4
Y H

2
þ CH

3
reaction. The accuracy of

the computed k(T)_s is estimated from theo-

retical arguments and compared with avail-

able experimental data. The results suggest

that the k(T)_s predicted by first-principles

theory are of comparable accuracy to avail-

able experimental data if not more accurate.

The present PES was constructed as an

interpolation of high-level ab initio quantum

chemistry data. Coupled cluster calculations

Epartially spin-restricted CCSD(T) (29–31)^
with correlation-consistent basis sets Eaug-

cc-pVQZ (32) and cc-pVTZ (33)^ were used.

Correlation energies computed with the cc-

pVTZ basis were scaled with a factor of 1.02

to match the aug-cc-pVQZ results. Calcula-

tions for different geometries showed that the

scaling factor was approximately geometry-

independent. The basis set dependence of en-

ergies on the reaction path was found to be

small, and the resulting error caused by the ba-

sis set was estimated to be below 0.1 kcal/mol.

At each geometry required for the interpola-

tion, electronic energies, gradients, and all

second derivatives were computed at this lev-

el of theory (using finite differences for the

derivatives). The potential barrier of the H þ
CH

4
Y H

2
þ CH

3
reaction obtained by the

calculations is 14.93 kcal/mol.

To construct a PES based on these quan-

tum chemical calculations, the Shepard inter-

polation approach (27, 28) was used. The

location of the reference points in the inter-

polation was chosen by a scheme specifically

designed to construct PESs for reaction rate

calculations (34). The scheme focuses on an

accurate description of the PES in the vi-

cinity of the reaction barrier. Interpolation

points are added until converged results for

the computed k(T)_s and cumulative reaction

probabilities are obtained. A data set including

electronic energies, gradients, and all second

derivatives at 48 geometries was used in the

present calculation (a Fortran subroutine

providing this PES is available). The resulting

error of the computed k(T) due to interpolation

inaccuracies is below 20%.

An accurate quantum dynamics calcula-

tion on the 12-dimensional PES for total angu-

lar momentum J 0 0 was performed using the

multiconfigurational time-dependent Hartree

approach and flux correlation functions (5).

Similar numerical parameters as in the pre-

vious calculations (3) on the semi-empirical

JG PES have been required to achieve con-

vergence. The J-shifting scheme (35) has

been used to describe the effect of rotational

motion on k(T). Because the transition state

of the reaction is rigid and its three princi-

pal moments of inertia are of significant size,

errors in k(T) resulting from J-shifting are

expected to be only a few percent. Conver-

gence studies have shown that the errors in

k(T) resulting from the quantum dynamics

simulation are below about 10%.

The calculated k(T)_s for the H þ CH
4
Y

H
2
þ CH

3
reaction (Fig. 1, solid line) are

compared with experimental results from dif-

ferent groups (36, 37) (Fig. 1A, symbols) in

an Arrhenius plot. To give a pictorial impres-

sion of the estimated accuracy of the calcu-

lated rate constants, the size of the symbols

displayed has been chosen to correspond to a

relative error in k(T) of 20%. The variation

among the experimental data obtained by dif-

ferent groups significantly exceeds the esti-

mated error margin of the theoretical results.

At temperatures below 348 K, no experimental

data are available. Only the present theoretical

prediction provides k(T)_s at low temperatures.

However, we hope that this theoretical work

will challenge experimentalists to accurately

measure k(T)_s at low temperatures and thus

facilitate a detailed comparison between theory

and experiment.

Sutherland et al. (38) recently recommend-

ed k(T) values based on an analysis of

measured rate constants in an extended

temperature interval (Fig. 1, dashed line).

In the temperature range from 348 to 500 K

shown in Fig. 1A, these recommended

Fig. 1. k(T)’s for H þ CH4 Y H2 þ CH3. Arrhenius plots for different
temperature ranges are given in (A) and (B). The present calculation
is given as a solid line. Classical TST results for the present PES are shown
as a dotted line, and the recommended value of Sutherland et al. is
displayed as a dashed line. Experimental results from different groups are
given by different symbols (see text) in (A). For comparison, k(T)’s for the
JG PES (26) are displayed as a dash-dotted line.
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values exceed the theoretically predicted

rate constants by a factor of about 2. Because

Sutherland et al. based their recommendation

in the low-temperature regime on the most re-

cent experimental data obtained by Marquire

et al. (36), this difference results from the

difference between the present calculations

and the experiments of Marquire et al.

The importance of the tunneling effect

can be investigated by a comparison of the

quantum mechanical calculations to classical

transition-state theory (TST). At higher

temperatures, 400 to 500 K, the difference

between the TST results calculated from the

present PES (Fig. 1, dotted line) and the

quantum results is small, and thus tunneling

is not particularly important. However, the

TST results are significantly smaller than the

quantum dynamics results at lower temper-

atures. The classical TST underestimates the

thermal rate constant by a factor of 5 at room

temperature and by a factor of 500 at 250 K.

This discrepancy demonstrates the impor-

tance of tunneling at lower temperatures.

Because TST is reasonably accurate at

higher temperatures, TST results obtained

from the present PES can be used to predict

k(T)_s at temperatures above 500 K, where

presently no quantum dynamics results are

available. Figure 1B shows rate constant

results in an extended temperature interval

ranging up to 2000 K. At high temperatures,

the TST results for the present PES agree

well with the experimentally recommended

values of Sutherland et al. Given the

uncertainties in the low-temperature experi-

mental values (Fig. 1A), the comparison

between the theoretical and experimental

results in this extended temperature interval

(Fig. 1B) might be considered more reliable.

At high temperatures, quantum effects are

negligible and k(T) is determined mainly by

the barrier height, so the agreement here

between theory and experiment reflects the

accuracy of the computed barrier height.

Finally, the rate constants obtained for

the present PES are compared with quantum

dynamics results calculated previously (26)

for the JG PES (Fig. 1A, dash-dotted line).

The shortcomings of the JG PES are obvious:

k(T) is overestimated by more than an order

of magnitude. The difference is mainly due to

the difference in the barrier heights: The JG

PES shows a potential barrier of 10.9 kcal/

mol, which is 4 kcal/mol smaller than the

barrier height of the present PES.
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Reduced Competition and Altered
Feeding Behavior Among Marine

Snails After a Mass Extinction
Gregory P. Dietl,1*. Gregory S. Herbert,2*- Geerat J. Vermeij2

Extinction may alter competitive interactions among surviving species, af-
fecting their subsequent recovery and evolution, but these processes remain
poorly understood. Analysis of predation traces produced by shell-drilling
muricid snails on bivalve prey reveals that species interactions were substan-
tially different before and after a Plio-Pleistocene mass extinction in the west-
ern Atlantic. Muricids edge- and wall-drilled their prey in the Pliocene, but
Pleistocene and Recent snails attacked prey only through the shell wall. Exper-
iments with living animals suggest that intense competition induces muricid
snails to attack shell edges. Pliocene predators, therefore, probably com-
peted for resources more intensely than their post-extinction counterparts.

Marine communities of the western Atlantic

region experienced a regional mass extinc-

tion event at the end of the Pliocene that

resulted in the loss of roughly 70% of spe-

cies (1–5). Despite the magnitude of this

event, there was little, if any, long-term di-

versity decline, suggesting that recovery was

rapid (2–4). History reconstructed on the basis

of taxonomic diversity alone, however, over-

looks the fact that many ecologically im-

portant taxonomic groups were lost (6, 7),

restricted to refugia (8–10), or remain to this

day locally depauperate (5, 11). Because the

types of species and their relative abundances

affect the structure of the communities they

build (12), understanding the nature of such

ecological losses is critical for a full char-

acterization of recovery from extinction.

Here we combine behavioral experiments

with a modern predator-prey system with an

analysis of its paleontological counterpart in

the Plio-Pleistocene fossil record of Florida

to investigate the effects of extinction on the

intensity of competition among and within

surviving predatory lineages. We use the term

Bcompetition[ in its broadest sense to mean

the effect of enemies on the ability of indi-
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viduals to acquire and retain locally limiting

resources. These enemies include animals that

steal food from, prey on, interfere with, or

take up resources faster than their victims.

In seagrass habitats of the northeastern Gulf

of Mexico, the muricid gastropods Chicoreus

dilectus and Phyllonotus pomum feed on their

bivalve prey Chione elevata by slowly drilling

a hole through the wall of the clam_s shell (13)

(Fig. 1, B and D). Wall-drilling often takes up

to a week (14). During this time, snails are sus-

ceptible to losing their prey to kleptoparasites,

especially other gastropods (13, 15, 16), as well

as being eaten themselves (by fishes, crabs, and

gastropods). By drilling the prey at the thin

valve edge (Fig. 1, A and C) rather than through

the thicker shell wall, snails reduce their preda-

tion time by a factor of 3 (14). The decreased

risk of losing their food or their life will be

most important when enemies are abundant

and competition is intense (17, 18). Edge drill-

ing entails risks as well, because the feeding

organ (proboscis) may be amputated when the

prey closes its valves on the drilling snail

(19, 20). Edge drilling should therefore be

avoided when competition and the risk of theft

or predation are reduced.

To test how the presence of enemies in-

fluences shell-drilling behavior, we simulated

high- and low-risk competitive environments

for drilling snails (21). When we grouped

Chicoreus together, individuals attacked their

Chione prey at the shell edge 37.5% of the

time (n 0 88 attacks) (Fig. 2). When separated,

however, snails abandoned the more rapid

edge-attack behavior (2.6% of attacks, n 0
116) (Fig. 2) (22). In a final experiment, when

we reintroduced the same snails to highly

competitive conditions, they again attacked

at the shell edge (34.8% of attacks, n 0 69)

(Fig. 2) (23). These experiments confirm that

edge drilling is used only when the risks of

competition are high, whereas wall drilling is

used when these risks are low. We suspect that

the shift in behavior is a general response to

enemies, including predators, although our

experiments cannot address this possibility.

Post-extinction ecological changes in sea-

grass community structure, linked to long-

term oceanographic changes and productivity

decline after the final closure of the Central

American Seaway (24, 25), included a de-

cline in the abundance of predatory gastro-

pods (11). Pleistocene predators also may have

been less powerful than their Pliocene coun-

terparts (17). Such changes should have af-

fected the intensity of competition in the broad

sense among survivors of the extinction. Fewer

and possibly weaker Pleistocene predators

likely meant that Chicoreus and Phyllonotus

interacted less often with enemies that threat-

ened their lives or their capacity to retain food

resources than they did during the Pliocene.

To test this hypothesis, we counted all

Chicoreus and Phyllonotus edge- and wall-

drilling traces in samples of Chione ranging

from the early Pliocene to the Recent. Our

analysis included 11,429 valves of Chione

from Plio-Pleistocene shell beds of Florida

and 5328 valves from 10 modern seagrass

habitats along the west and northwest coasts

of Florida. No other known predators could

have produced the drill holes in Pliocene to

Recent Chione valves (supporting online text).

In support of the hypothesis that competi-

tion intensity among predatory gastropods de-

creased after the Pliocene, we found that edge

drilling accounted for 5.7% (50 out of 881) of

the total number of complete drill holes we

identified in mid- to late Pliocene Chione

(Figs. 3 and 4). In one Pliocene-age sample, 4

of 17 complete holes were edge-drilled. In all,

edge drilling was present in 15 of the 23

(65.2%) Pliocene samples. In striking contrast,

none of the Chione from the early Pleisto-

cene, middle Pleistocene, or Recent showed

Fig. 1. Examples of
drilling predation. (A
and B) Edge- and
wall-drilling traces of
C. dilectus preying on
Chione elevata under
experimental lab con-
ditions. (C) Edge-drilling
trace; Pinecrest Beds,
middle Pliocene. (D)
Wall-drilling trace;
Caloosahatchee For-
mation, late Pliocene.
Scale bar, 1 cm.

Fig. 2. Influence of high-
and low-risk competitive
environments on drilling
behavior. Data from all ex-
perimental replicates were
pooled because the pur-
pose of this analysis was
solely to examine the in-
fluence of the presence of
competitors on drilling
mode. There was no signif-
icant difference between
the two high-risk treat-
ments (Pearson chi-square
test, X2 0 0.12, P 0
0.7252). When data from
the high-risk treatments
are pooled together and
compared with the low-risk treatment, a Pearson chi-square test indicates that edge-drilling
behavior is associated with the presence of competitors (X2 0 44.2, P G 0.0001).

Fig. 3. Close-up view of a fossil edge-drilling
trace; lower Pinecrest Beds, middle Pliocene,
UF95903. Scale bar, 5 mm.
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any signs of edge drilling (0 of 1142 complete

holes examined among 36 samples) (table S1).

This absence is not due to a lack of drilling

predation attempts. In one early Pleistocene

sample, 37% of 217 valves examined were

wall-drilled by Chicoreus and/or Phyllonotus

predators. The lack of edge drilling today is

also not an anthropogenic artifact. Evidence of

edge drilling disappeared by the early Pleis-

tocene, or nearly 2 million years before any

human disturbance of seagrass ecosystems.

The loss of edge-drilled Chione after the

Pliocene coincides with a regional extinction

event in the western Atlantic (1–5, 11, 26),

but it is not simply a function of the extinction

of one or more Pliocene edge-drilling species.

Edge drilling was induced quickly (within the

first week of our competition experiment) in

a species not known to edge-drill in the wild

today, indicating that, once evolved, edge-

drilling behavior is expressed only when likely

to be advantageous—that is, when competi-

tion is high. Thus, we interpret our results to

suggest that extinction linked to productivity

decline indirectly caused surviving lineages of

predatory snails to shift their attack behavior

to reflect a less risky biotic environment.

The absence of edge-drilling behavior in

the wild today and throughout the Pleistocene

indicates that competition intensity has not re-

turned to high pre-extinction levels despite

nearly two million years for recovery. This

delay may explain why the Pleistocene seems

to be a time of evolutionary quiescence in

terms of enemy-related adaptive innovation

and specialization (17).

Our findings emphasize that extinction

affects not just taxonomic diversity but also

the nature of interactions among species, and

therefore the form and intensity of selection

to which members of recovery communities

are subjected. A full characterization of recov-

ery from extinction must, therefore, incorpo-

rate accounts of how species affect each other

on ecological and evolutionary time scales,

as well as the diversities and identities of spe-

cies coexisting in recovery communities.
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The Duration of Forest Stages in
Southern Europe and Interglacial

Climate Variability
P. C. Tzedakis,1* K. H. Roucoux,1 L. de Abreu,2 N. J. Shackleton2

Foraminiferal oxygen isotope and pollen analyses from a deep-sea sequence
off southwest Portugal show that the duration of temperate stages on land
over the past 350,000 years varied considerably. The record shows forest
contractions during intervals of low ice volume, coeval with declines in
atmospheric methane, after which tree populations did not always recover.
What emerges is that, although the broad timing of interglacials is consistent
with orbital theory, their specific duration may be dictated by millennial
variability. This complicates the prediction of the natural duration of
interglacials, at least until the origin of this climate variability is understood.

Distinguishing long-term natural climate

variability from anthropogenically forced

change is an important challenge in the pre-

diction of future climate. The study of past

interglacials can provide important insights

into patterns of natural climate variability

during warm periods such as the present.

Establishing the timing and duration of past

interglacials is of interest because it might

help clarify where we are in the current in-

terglacial cycle and, by extension, when the

onset of the next glacial period can be ex-

pected to occur.

A first step toward an improved under-

standing of interglacial duration was the

realization that the Eemian (Last) Interglacial

of northwestern Europe was not equivalent to

the entire marine isotope stage (MIS) 5 of the

deep-sea stratigraphy, but rather to a substage

(MIS 5e) within it (1). This meant that, on

average, interglacials over the past million

years did not have a duration of half an

eccentricity cycle EÈ50 thousand years (ky)^,
but rather half a precessional cycle (È10 ky).

On this basis, our current interglacial (Holo-

Fig. 4. Proportion of edge- and wall-drilling
traces by time interval. A Fisher’s exact test
indicates that the presence of edge-drilling
behavior is dependent on time (P G 0.0001).
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cene), already 11.5 ky old, would appear to

be at the limit of the average interglacial

length. In contrast, Kukla et al. (2) have

suggested that the Eemian lasted 23 ky and

that terrestrial interglacial conditions extended

well into the interval of global ice growth of

MIS 5d. The implication is that the elapsed

portion of the Holocene represents only about

half of the typical length of an interglacial and

that the onset of glacial conditions would still

be several millennia away. However, the

sustainability of such conclusions is under-

mined by the lack of sufficiently precise

chronological control for pre-Holocene inter-

glacials on land, which complicates correla-

tions with variations in global ice volume as

recorded in marine sequences. One way

around this problem is to link land and sea

records directly through joint pollen and

marine proxy analyses. This allows an in situ

assessment of phase relationships between

climate changes and the vegetation response,

bypassing correlation issues.

The Portuguese margin, where the com-

bined effects of major river systems and a

narrow continental shelf lead to the rapid

delivery of terrestrial material, including pol-

len, to the deep-sea environment, has emerged

as a critical area for linking marine and ter-

restrial records. In the south Portuguese

margin, southwest of Lisbon, pollen is mainly

transported by the outflow of the Tagus river,

while aeolian transport is relatively limited

(3). Recent results from core MD95-2042

(37-48¶N, 10-10¶W, water depth 3146 m)

have led to a reevaluation of the timing and

duration of Last Interglacial conditions in

southern Europe (4, 5). This new scheme

proposed that the onset of interglacial

conditions on land (represented by the full

expansion of tree populations) occurred

within MIS 5e, after deglaciation was com-

plete, and was coincident with a rise to peak

sea surface temperatures. Forest persisted

for 16 ky, well into the interval of ice

growth (MIS 5d). Contrary to earlier as-

sumptions of land-sea synchroneity, these

results provided support for the notion of a

prolonged interglacial duration in southern

Europe (6).

Here, we return to the Portuguese margin

and attempt to establish whether the phasing

between marine and terrestrial stages recorded

in MIS 5e is a consistent characteristic of

previous climatic cycles. Foraminiferal oxy-

gen isotope and pollen analyses (7) were

undertaken on the interval 190 to 350

thousand years before the present (ky B.P.),

covering MIS 7 to 9, from a new core,

MD01-2443 (37-52.85¶N, 10-10.57¶W, water

depth 2925 m), which was retrieved in the

same area as MD95-2042. Of the temperate

periods considered here, MIS 9e has the

highest temperatures of the past 400 ky in

Antarctica (8, 9) and estimated sea levels

similar to or higher than the present (e.g.,

10). During both MIS 9c and MIS 9a,

maximum Antarctic temperatures (8, 9) and

estimated sea levels (10) were lower than

those during MIS 9e and the Holocene (10).

Antarctic temperatures during MIS 7e

exceeded peak Holocene values, whereas

those in MIS 7c and 7a were as high as

today (8, 9). Direct determinations of MIS 7a

sea level provide a range of –18 to –9 m

relative to the present (11), while MIS 7c and

7e highstands approached present-day levels.

In the continuous stratigraphical records

from southern Europe, all of these intervals

are characterized by forest development (12).

In the Massif Central in France, the intervals

equivalent to MIS 9e and 7e have been

designated as interglacials containing a cli-

matic optimum as warm as the Holocene

(13). The interval equivalent to MIS 7c has

also been assigned interglacial status because

it contains the most floristically diverse

Fig. 1. MD01-2443 benthic and planktonic foraminifera isotope records and
selected groups of pollen taxa: pioneer taxa (Cupressaceae and Betula),
Eurosiberian taxa (total arboreal, excluding Mediterranean taxa, pioneer taxa,
and Pinus), Mediterranean taxa (evergreen Quercus, Olea, Pistacia, Phillyrea,
and Cistus), Ericaceae (dominated by Erica species and containing traces of

Calluna), steppe taxa (Artemisia, Chenopodiaceae/Amaranthaceae, and
Ephedra). Pollen abundances are expressed as percentages of the main sum,
which includes all pollen except Pinus, Pteridophyte spores, and aquatics.
Pinus is not included in the sum, because it is strongly overrepresented in
marine sediments and would obscure the signal from other taxa (7).
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forest development of MIS 7 in southern

Europe (14). Although the distinction be-

tween interglacials and interstadials can be

blurred depending on geographical position

and proxy indicator, the above discussion

suggests that MIS 9e, 7e, and 7c can be used

as interglacial case studies to examine

whether patterns of extended forest duration

similar to the Eemian are observed during

earlier climatic cycles (15).

Records of benthic and planktonic isotopes

and selected groups of pollen taxa are shown in

Fig. 1. The pollen record shows that iso-

topically light intervals are dominated by

Eurosiberian (mainly deciduous Quercus)

and Mediterranean (mainly evergreen Quer-

cus and Olea) taxa. Glacial periods are

characterized by pollen of steppe taxa and

Gramineae, as well as Pinus (which, as in all

marine sequences, is overrepresented). Tran-

sitional intervals are characterized by pioneer

taxa. Ericaceae pollen, representing the de-

velopment of heathland, occurs in both glacial

and temperate phases. The age model (7) (fig.

S1 and table S1) for the sequence was

developed by aligning the benthic d18O

record to the Antarctic Vostok deuterium

(D/H) record (8), following the implications

of (16). Figure 2 shows a good overall

correspondence between temperate tree pol-

len percentages and planktonic isotope

values, but also reveals the occurrence of

major palynological changes during MIS 7e

and 9e, which are not mirrored in the isotope

values. Figure 2 also draws attention to

similarities between the temperate tree pollen

curve and the record of atmospheric methane

(CH
4
) from the Vostok ice core (17) in terms

of the timing and patterns of events (but not

always amplitude). This suggests that they

both contain a Northern Hemisphere conti-

nental climate signal and that tropical/boreal

wetland CH
4

production may be the primary

control of atmospheric methane changes

(18). On the other hand, decoupling between

the two records, such as around 272 ky B.P.

when temperate tree values reach an abso-

lute minimum while CH
4

concentrations show

an increase, may point to alternative sources

of CH
4
.

Table 1 shows the timing and duration of

marine and terrestrial temperate stages be-

tween 190 and 350 ky B.P. in MD01-2443

and reveals that neither their lower nor their

upper boundaries are generally coincident,

but that is where analogies to MIS 5e phasing

appear to end. At Terminations III and IV,

forest expansion lags the benthic d18O curve

by 1.4 and 2.8 ky, respectively, rather than

the 6 ky of Termination II. This difference

should not reflect increased distance from

refugia and migrational lags during Termi-

nation II, because Portugal was a glacial

refugium for temperate trees (19). More

likely, it arises from the early Termination

II deglaciation relative to the 65-N June

insolation peak, compared with Termina-

tions III and IV (20). The timing of in-

terglacial forest expansion, on the other

Fig. 2. Comparison of palaeoclimatic data sets over the
interval 190 to 350 ky B.P. (A) Variations in d18O
composition of planktonic foraminifera in marine core
MD01-2443 in the Portuguese margin (this study). (B)
Variations in d18O composition of benthic foraminifera in
marine core MD01-2443 (this study). (C) Variations in
deuterium (D/H) composition of ice in the Vostok ice core,
Antarctica (8). (D) Variations in atmospheric CH4 content
from entrapped air in the Vostok ice core (17). (E)
Variations in temperate tree pollen percentages in marine
core MD01-2443 (this study). Temperate tree pollen is used
here as the sum of Mediterranean and Eurosiberian taxa. It
excludes Pinus (as overrepresented) and the pioneer taxa.
The same arboreal pollen curve was used in (3–5) to define
the Last Interglacial. Dashed line, actual values; continuous
line, three-point moving average values. Ages are plotted on
the Dome C time scale (7) (fig. S1 and table S1). Also shown
are the marine isotope stage (MIS) and terrestrial stage (TS)
as defined in MD01-2443 (white, temperate; black, glacial).
Following (12), we consider the interval containing isotopic
event 8.5 as belonging to MIS 9 and accordingly designate it
as MIS 9a (rather than MIS 8e). Terminations III (T III) and IV
(T IV) are also indicated.
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hand, is more closely associated with the

June insolation peak, which leads to varia-

ble phasing between the onset of terrestrial

and marine stages from one Termination to

another.

Table 1 also reveals considerable varia-

bility in the timing of forest declines relative

to ice volume increases. In contrast to the

evidence from MIS 5e, our results show that

forests did not often persist into the interval

of ice growth, ending either near the marine

stage boundary or, in some cases, well before

that. By extension, the duration of terrestrial

temperate intervals in MIS 7 and 9 in SW

Portugal, as defined by the presence of forest,

does not follow any consistent pattern,

varying from 10.3 to 4.4 ky (MIS 9c has a

duration of 15 ky, but it represents a complex

interval with two forest phases). The most

notable departures in duration between the

marine and terrestrial stages occur in MIS 7e

and 9e. In MIS 7e, a forest decline coincident

with an increase in Gramineae and Compos-

itae Liguliflorae occurred at È237 ky B.P.,

after which tree population abundance fluc-

tuated but never reached earlier values. In

MIS 9e, tree populations declined abruptly

and steppe taxa and Compositae Liguliflorae

increased at È333 ky B.P., È9 ky before the

end of the marine stage.

An earlier comparison of the longest

pollen records from southern Europe drew

attention to what appeared to be notable

departures in stratigraphic length (and hence

the duration) of successive temperate stages

of the past 450 ky (12), but in the absence of

independent chronologies these conclusions

remained tentative. We are now able to

corroborate these preliminary conclusions

using the MD01-2443 chronology, which

reveals significant differences in the duration

of successive forest stages. Figure 3 shows

summary pollen records from the Massif

Central, France (21, 22), Lazio, Italy (23),

and northeast Greece (24) and illustrates a

close correspondence with MD01-2443 in

terms of the duration of forest intervals.

Thus, within MIS 7, the forest interval

equivalent to MIS 7c had the longest dura-

tion, which would explain why it contains the

most diverse and complete forest succession.

During MIS 7e, a shift to drier and cooler

conditions between È237 and 239 ky B.P. led

to forest decline across southern Europe and a

premature ending of the terrestrial inter-

glacial. A divergence between the records

occurs in the length of the forest period

corresponding to MIS 9e (È3.6 ky in

MD01-2443 versus È12 ky in the French

and Greek records). However, all records

show the occurrence of an arid/cold event at

È333 ky B.P. that led to forest decline. In

Mediterranean Europe, arboreal populations

recovered after that perturbation, but forests

became dominated by conifers. In Portugal,

an expansion of heathland after È333 ky B.P.

appears to have inhibited the reestablishment

of arboreal populations, leading to a shorter

local forest stage. It is worth noting, however,

that even the longer-lived MIS 9e forest

stages in France and Greece did not extend

into the interval of ice growth (Fig. 3).

A notable feature of Antarctic temperature

records is that the interglacials equivalent to

MIS 5e, 9e, and 7e are characterized by an

initial warm period, lasting È4 ky and ending

with an abrupt cooling, followed by a slower

temperature decrease, which leads to the

ensuing stadial (8, 9, 25). Figure 2 suggests

that peak temperate tree frequencies in MIS

9e and 7e occurred within this early interval

of maximum Antarctic temperatures. Within

the uncertainties of our time scales, the tree

population reductions observed at È237 and

È333 ky B.P. appear to be coeval with

declines in atmospheric CH
4
. These changes

occur within plateaux in d18O
benthic

values,

which do not show any appreciable variabil-

ity over this interval. The important point

here is that the records draw attention to

Fig. 3. Comparison of southern European pollen records over
the interval 190 to 350 ky B.P. (table S2). (A) Area diagram of
temperate tree (continuous line) and Ericaceae (dashed line)
pollen percentages in MD01-2443 (this study). (B) Temperate
tree pollen percentages in the Bouchet/Praclaux composite
record from the Massif Central (21, 22). The two records are
spliced at MIS 9a (hence the record appears discontinuous
there), using the common occurrence of a tephra layer. (C)
Temperate tree pollen percentages in the Valle di Castiglione
record, Lazio, Italy (23). The discontinuity at MIS 8 represents a
core gap. (D) Temperate tree pollen percentages in the
Tenaghi Philippon record, northeast Greece (24). The terrestrial
records in [(B) to (D)] (correlations shown in table S2) are
plotted in the same fashion as in (12). Age controls were
applied only for the onset of forest periods. To ensure
comparability, we used the same ages as the onset of forest
stages in MD01-2443. No time constraints were used for the
end of forest periods, thus allowing variations in stratigraphic
length to be freely expressed. Also shown are marine isotope
stage (MIS) and terrestrial stage (TS) as defined in MD01-2443
(white, temperate; black, glacial); the box corresponding to the
MIS 9e forest stage shows the extended duration observed in
the French and Greek records. Terminations III (T III) and IV (T
IV) are also indicated.
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abrupt events, occurring within interglacials

on a global scale and not accompanied by

changes in ice volume. These events may

reflect expansions of the polar vortex, leading

to outbreaks of polar air over southern

Europe (26). The origin of this variability is

not clear, but it does not appear to represent a

linear response to orbital changes. What

emerges is that, whereas the broad timing of

interglacials is predicted by orbital (Milanko-

vitch) theory, their specific duration appears

to be dictated almost entirely by millennial

variability rather than by the length of the

half-precession cycle.

The absence of any clear patterns in

terrestrial stage length raises doubts about

the extent to which we are able to predict the

natural duration of interglacials. The ev-

idence presented here shows the occurrence

of substantial (rather than subdued) changes

within intervals of low ice volume, which in

certain cases have contributed to a long-term

decline of tree populations and a premature

ending of the terrestrial interglacial, as in MIS

7e across southern Europe. Although the most

prominent abrupt climate events hitherto

have usually been associated with glacial

climates, the above observations underscore

the importance of understanding the origin of

this intra-interglacial variability, especially in

the context of future changes.
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Table 1. Timing and duration of temperate stages in MD95-2042 (4, 5) and MD01-2443 (this study),
Portuguese margin. The marine isotopic stage (MIS) was defined using the midpoint of the transitions in
the benthic isotope record. The onset of terrestrial temperate stages was defined as the point where
temperate tree pollen values rise consistently above 20% and the end by the equivalent but opposite in
sign changes (29). T, Termination; *, from MD95-2042.

MIS
Age of MIS
boundaries

(ky B.P.)

Duration of marine
temperate stages

(ky)

Age of terrestrial
stage boundaries

(ky B.P.)

Duration of terrestrial
temperate stages

(ky)

5d
116* 110*

5e 16* 16*
T II 132* 126*
6

190 192.5
7a 10 6

200 198.5
7b

206.8 205
7c 10 10.3

216.8 215.3
7d

229 237
7e 17 6.2
T III 246 243.2
8

276.6 282
9a 14.4 8

291 290
9b

302 300.5
9c 16 15

318 315.5
9d

324 333
9e 14 3.6
T IV 338 336.6
10
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Asynchronous Terrestrial and
Marine Signals of Climate Change

During Heinrich Events
Tim C. Jennerjahn,1* Venugopalan Ittekkot,1 Helge W. Arz,2

Hermann Behling,3 Jürgen Pätzold,3 Gerold Wefer3

Tropical regions have been reported to play a key role in climate dynamics. To
date, however, there are uncertainties in the timing and the amplitude of the
response of tropical ecosystems to millennial-scale climate change. We
present evidence of an asynchrony between terrestrial and marine signals of
climate change during Heinrich events preserved in marine sediment cores
from the Brazilian continental margin. The inferred time lag of about 1000 to
2000 years is much larger than the ecological response to recent climate
change and appears to be related to the nature of hydrological changes.

The recent increase in extreme climatic

events, particularly in tropical regions, is

thought by many to be a precursor of climate

change. High-resolution investigations of past

climate oscillations have found that changes

between climate modes (warm versus cold

and dry versus wet) can occur within decades

(1), a period of time similar to that of recent

climate change. Hence, understanding the

controls of past high-frequency climate

oscillations is a prerequisite for improving

recent climate prediction. Occurrences of

high-amplitude climate changes in the tropics

during the past decade suggest that clues

about the causes of climate instability during

the Quaternary might be found in tropical

regions (2). Despite a growing pool of high-

resolution paleoclimate records from low

latitudes, detailed knowledge on the distri-

bution and amplitude of climate changes in

space and time is still sparse, and the pro-

cesses responsible are hardly understood (3).

Uncertainties exist particularly in reconciling

timing and amplitude of responses of tropical

terrestrial and marine ecosystems to cli-

mate changes (4–6). Generally, it is assumed

that the response of vegetation patterns lags

climatic changes. Estimates of the lag range

between decades on an ecosystem scale to

2000 to 3000 years on a continent scale but

are mostly derived from records spanning the

deglacial and Holocene periods E(7, 8) and

references therein^. However, estimates from

the Pleistocene, with its millennial-scale

climate oscillations, suffer from a lack of ar-

chives with variables independently denoting

climate change and vegetation response. Un-

derstanding the processes determining the

ecological response time to climate change is

a prerequisite for meaningful use of terres-

trial proxies in the interpretation of paleo-

climate data. It also requires high-resolution

climate archives from sites that are sensi-

tive to changes in regional climate systems

and capable of recording marine as well as

terrestrial ecosystems_ responses to climate

change.

We found such a site on the continental

margin off northeast Brazil (Fig. 1). Sedi-

ment cores covering late Quaternary sedi-

ments dating back to 85,000 years before the

present (B.P.) were studied for information

on oceanic and terrestrial responses to cli-

mate change by using a multiproxy ap-

proach. The area is situated between two

moisture-carrying trade wind systems sensi-

tive to climate changes caused by seasonal

movements of the Intertropical Convergence

Zone (ITCZ) (9) and exhibit high sedimen-

tation rates. Thus, it is suitable for monitor-

ing the consequences of high-frequency

climate oscillations in the tropical Atlantic

Ocean as well as on the South American

continent.

Distribution patterns of newly obtained data

on organic carbon (C
org

) and carbonate

(CaCO
3
) contents and stable carbon and

nitrogen isotopes (d13C
org

and d15N) in our

cores are in agreement with previously

measured geochemical parameters, pollen

abundance and composition, and Fe/Ca and

Ti/Ca ratios. They indicate millennial-scale

sedimentation pulses coincident with the

Younger Dryas (YD) and Heinrich events H1

to H8 known from the North Atlantic (9)

(Figs. 2 and 3), although the time spans of the

sedimentation pulses we observed do not

always match exactly with those of the North

Atlantic events. The most important finding of

our study is a recurring internal sedimentation

pattern during Heinrich events with opposing

gradual changes in the parameters mea-

sured. The sedimentation rate increased from

10 to 15 cm kyearj1 to maxima to 30 cm

kyearj1 during Heinrich events (10). Rapid

decreases of CaCO
3

content from 30 to 40%

in the beginning of a Heinrich event to G10%

were accompanied by rapid increases of Fe/Ca

and Ti/Ca ratios, indicating a shift from car-

1Zentrum für Marine Tropenökologie, Fahrenheitstrasse
6, D-28359 Bremen, Germany. 2GeoForschungs-
Zentrum Potsdam, Telegrafenberg, 14473 Potsdam,
Germany. 3Deutsche Forschungsgemeinschaft (DFG)
Forschungszentrum Ozeanränder (RCOM), Klagen-
furter Strasse, 28359 Bremen, Germany.

*To whom correspondence should be addressed.
E-mail: tim.jennerjahn@zmt-bremen.de

Fig. 1. Map of the investigated area
with locations of cores GeoB 3104-1/
GeoB 3912-1 (3-40.0¶S, 37-43.0¶W, and
767-m water depth) and GeoB 3911-3
(4-36.8¶S, 36-38.2¶W, and 828-m water
depth), and Lagoa do Caçó (2-58¶S and
43-25¶W), as well as the actual positions
of the ITCZ and its inferred southward
displacement during the times of Hein-
rich events as suggested by our data.
Also included are the major surface
currents: the South Equatorial Current
(SEC), the North Brazil Current (NBC),
and the Brazil Current (BC). The major
vegetation type of northeast Brazil is
caatinga (primarily xerophytic thorn
shrub), which is bordered by cerrado
(savannah) to the west and Atlantic
rainforest along the coastal stretch.
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bonate to lithogenic deposition (11). After

this initial increase, Fe/Ca and Ti/Ca ratios

then gradually decreased toward the end of a

Heinrich event. In contrast, the C
org

content

in our cores gradually increases from about

0.5% to 2.7% during Heinrich events, with

a maximum near their ends d13C
org

de-

creased from values between –20 per mil (°)

and –21°, indicating its marine origin (12),

to values between –23° and –24°. The 3°

decrease of d13C
org

indicates a substantial

contribution of terrestrial organic matter

(OM) (Figs. 2 and 3). The latter may consist

of plant, soil, and plankton, which has a

d13C
org

that is almost similar to but distinctly

different from that of marine OM (13). d15N

gradually decreased from about 10° to

5.5° in GeoB 3912-1 and from about 13°

to 4.5° in GeoB 3911-3 toward the end of

an event.

Variations in d15N should reflect changes

in OM source and quality, with high values

denoting high degrees of OM degradation

during times of normal sedimentation and

the onset of Heinrich events (14). Increased

contribution of terrestrial plant materials,

which meet part of their nitrogen demand

by atmospheric nitrogen fixation (d15N 0
0°), and less degradation of the OM may

have led to the lower d15N values observed

during YD and Heinrich events. In conjunc-

tion with decreasing d13C
org

, the subsequent

shift of d15N toward values observed in

modern riverine and mangrove sediments

indicates an increasing contribution of less

degraded OM, mainly of terrestrial origin.

The fluxes and composition of pollen and

fern spores generally display a similar dis-

tribution. Pollen influx gradually increased

from G10 grains cmj2 yearj1 in the begin-

ning of Heinrich events to a maximum

of 60 grains cmj2 yearj1 in the second half

of H1 (10). Fern spore fluxes indicate a

successional vegetation pattern. Moss fern

(Selaginella) fluxes increased rapidly during

the first half and then decreased gradually

toward the end of H1. In contrast, tree fern

fluxes increase gradually from minimal flux

in the beginning to a maximum in the end of

H1. The lacustrine pollen record from Lagoa

do Ca0F displays a similar pattern. Taxa re-

flecting rapid reforestation in response to in-

creased moisture were found at about 16

calendar kyear B.P. (15), not exactly at the

same time we found maximum pollen and

fern spore fluxes and terrigenous OM in our

cores but also considerably lagging the onset

of H1 (Figs. 2 and 3).

The internal sedimentation pattern during

Heinrich events indicates an asynchrony

between the response of marine and terres-

trial ecosystems to rapid millennial-scale

changes. On the basis of an observed in-

crease of Fe/Ca and Ti/Ca ratios, the Heinrich

events as a whole were previously thought

to be periods of increased input of terrige-

nous materials resulting from increased

precipitation and river discharge (9). Our

newly obtained biogeochemical and stable

isotope data, in combination with previous

findings, allow us to better resolve the

deposition history of these millenial-scale

oscillations. In the beginning of such a

Heinrich-type event, increased precipitation

along the continental margin of northeast

Brazil led to an initial outwash of exposed

shelf sediments and increased river inputs of

eroded topsoil, both poor in OM (16). This

erosion period is indicated by high Fe/Ca

and Ti/Ca ratios and low OM and pollen

contents observed in our cores. Only pioneer

vegetation like moss ferns, with a peak flux

in the middle of H1, grew during this phase.

Subsequently, the vegetation cover, includ-

ing regionwide development of gallery and

floodplain rainforests and montane forest,

slowly expanded, stabilized the soil, and

reduced erosion of OM-depleted mineral

matter in the second half of H1. This ex-

pansion is indicated by the peak fluxes of

tree fern spores and pollen in the second half

of H1 (Fig. 2). In the second half of these

wet periods, the enhanced production of

fresh terrestrial OM and increased discharge

of the rivers directly on the continental slope

led to the observed high OM, pollen, and

fern spore contents and low d13C
org

and d15N

in our cores.

We infer that the successional pattern

from marine to terrigenous sedimentation

within the pulses is a consequence of a time

lag, on the order of 1000 to 2000 years,

between the onset of rapid millennial-scale

changes and the response of the continental

bio- and geospheres. Our record preserved

terrestrial as well as marine signals of climate

change. It has an advantage over the tradi-

tional correlation of terrestrial with marine

climate archives by avoiding chronology

problems that become fundamental when

correlating high-frequency records of climate

change over great distances (17). The time lag

we postulate cannot be just the transit time

from the terrestrial source of the material to

its marine sink for the following reasons.

First, if the expansion of vegetation cover

and increased fluvial input of eroded soil rich

in the freshly produced plant OM were

coeval with the rapid hydrological changes,

Fig. 2. Multiproxy sed-
imentation patterns of
core GeoB 3104-1/GeoB
3912-1 from the past
85 kyear. Core GeoB
3912-1 extends the 48-
kyear B.P. record of core
GeoB 3104-1 to 86
kyear B.P. (9). Accel-
erator mass spectrom-
etry (AMS) 14C ages
(black arrows) (9) and
stratigraphic correlation
with the Spectral Map-
ping Project (SPECMAP)
d18O stack were used
for age control. Time
resolution of core GeoB
3104-1/3912-1 is about
200 years. (A) Moss fern
(dashed line) and tree
fern (solid line) spore
fluxes in core GeoB
3104. (B) Pollen influx
in core GeoB 3104-1
(10). (C) d15N of core
GeoB 3912-1, given in
° versus atmospheric
air. (D) d13Corg of core
GeoB 3912-1, given in
° versus pee dee bel-
emnite (PDB). (E) Corg

content of core GeoB
3912-1. (F) Fe/Ca ratio
of core GeoB 3912-1
(9). Timing of YD based
on (33); H1 to H5, (35);
and H6 to H8, (36).
Shaded areas repre-
senting sedimentation
pulses coincident with
the YD and H1 to H8 are defined according to drastic changes in the Fe/Ca ratio.
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we should have observed a peak of terrestrial

OM in the beginning of the Heinrich events.

Second, Fe/Ca and Ti/Ca ratios reflecting the

input of lithogenics should have been high

throughout the whole Heinrich event if there

was no regulation by the increasing vegeta-

tion cover that gradually stabilized the soil

and reduced erosion. Third, if the observed

pattern were simply an artifact of material

transport, the rise of pollen in the Lagoa do

Ca0F record should have preceded and not

lagged that of our marine core.

The postulated time lag in our regional-

scale example is much longer than the eco-

logical response to recent climate change,

which can be in the range of decades (18). It

is also much longer than a time lag of a few

decades postulated for the response of

tropical vegetation to abrupt climate changes

during the last deglaciation and derived from

sedimentary records of climate and bio-

marker proxies in the Cariaco Basin (7).

The reason for this apparent contradiction

may lie in the difference of the prevailing

climate and hydrology in the two regions.

Like in the late Pleistocene, northeast Brazil

currently is characterized by a semi-arid

climate and caatinga vegetation (10). The

dry period of about 8 months does not allow

the development of rainforests that cannot

survive a dry period longer than 4 months. It

is conceivable that in the beginning of

Heinrich events precipitation intensity rapid-

ly increased during the rainy austral summer

but not throughout the whole year. This first

promoted erosion of the bare landscape.

Subsequently, the seasonality of rainfall

may have shifted toward a dry period shorter

than 4 months, eventually allowing a region-

wide expansion of wet forests. In the Cariaco

Basin watershed, with its lowland and mon-

tane rainforest vegetation, annual precipita-

tion is much higher and the contrast between

dry and wet seasons less pronounced than in

northeast Brazil. This would explain the

almost immediate ecological response to

climate change in the range of decades for

the deglacial period in the Cariaco Basin

watershed (7).

A detailed look at the differences in the

amplitude of changes among Heinrich events

provides further insight into the response of

terrestrial and marine ecosystems to climate

change. We found the maximum amplitude

of changes during the longest lasting events,

H1 and H6, in our cores. Pollen and fern

spore fluxes are much lower during the

shorter events, H2 to H5, and in the case of

H5 they are out of phase with the other

records. Low pioneer vegetation like moss

ferns developed during all Heinrich events.

Wet forests including tree ferns, however,

could expand only during H1, as indicated

by high fluxes during H1 and otherwise

low fluxes of tree fern spores (Fig. 2). Our

findings indicate that the magnitude of

events H2 to H5, despite an overall increase

in annual precipitation, may have been too

small for a change of the seasonal distribu-

tion and thus the regionwide expansion of

wet forests in northeast Brazil. Assuming

that the abrupt vegetation change following

deglacial climate change observed in Cariaco

Basin sediments (7), which is in accordance

with present-day observations (18), reflects

the true ecological response to climate

change, we infer that the delayed response

of the continental bio- and geospheres to

rapid millennial-scale climate changes ob-

served in our cores results from the nature of

hydrological changes affecting the seasonal

rainfall pattern.

Both data and modeling studies have

shown that phases of abrupt climate change

coinciding with the Heinrich events known

from the North Atlantic were phases of

increased humidity and precipitation in

tropical South America. A southward dis-

placement of the ITCZ and enhanced north-

east trade winds were suggested to be the

source of moisture (15, 19, 20). Drier El

NiDo–like conditions in the Cariaco Basin

watershed have been inferred for the late

Holocene. These were ascribed to a south-

ward migration of the ITCZ in consequence

of warmer surface water in the equatorial

Pacific and Atlantic like that currently ob-

served during El NiDo events (21). Warming

of the western tropical Atlantic is also indi-

cated for the YD and H1 (22, 23). Therefore,

it is most likely that the moisture brought to

northeast Brazil during times of Heinrich

events resulted from the southward displace-

ment of the ITCZ and enhanced northeast

trade winds (24).

These findings have important implica-

tions for the reconciliation of terrestrial and

marine paleoclimate records and their use for

the prediction of consequences of future cli-

mate change. In accordance with present-day

observations of the ecological response to

climate change (18), our findings underscore

the importance of regional factors over

approximated global averages in this respect

for the recent past. Regional climate and

hydrology have to be considered a major

factor in determining the ecological response

to rapid-scale climate change. This has to be

taken into account when terrestrially derived

proxies are used for the interpretation of

paleoclimate records.

Fig. 3. Multiproxy sedimentation
patterns of cores GeoB 3104-1/
GeoB 3912-1 (red lines) and GeoB
3911-3 (blue lines) from the past 21
kyears compared with other paleo-
climate indicators. AMS 14C ages
(blue arrows) (9) were used for age
control in core GeoB 3911-3. Time
resolution of core GeoB 3911-3 is
about 60 years. (A) Moss fern
(dashed line) and tree fern (solid
line) spore fluxes in core GeoB 3104.
(B) Pollen influx in core GeoB 3104-1
(left axis) and percentage of arboreal
pollen (black line, right axis) in the
lacustrine record of Lagoa do Caçó
(15), northeast Brazil. (C) d15N of
core GeoB 3912-1, given in ° versus
atmospheric air. (D) d13Corg of core
GeoB 3912-1, given in ° versus
PDB. (E) Corg content of core GeoB
3912-1. (F) Fe/Ca ratio of core
GeoB 3912-1 (9).
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Seismological Constraints on
Core Composition from

Fe-O-S Liquid Immiscibility
George Helffrich1* and Satoshi Kaneshima2

Earth’s core is composed primarily of iron (Fe) with about 10% by weight of
lighter elements. The lighter elements are progressively enriched in the liquid
outer core as the core cools and the inner core crystallizes. Thermodynamic
modeling of Fe-O-S liquids shows that immiscible liquids can exist at outer-core
pressures (136 to 330 gigapascals) at temperatures below 5200 kelvin and lead
to layering in the outer core if the concentrations of the lighter elements are high
enough. We found no evidence for layering in the outer core in the travel times
and wave forms of P4KP seismic waves that reflect internally in the core. The
absence of layers therefore constrains outer-core compositions in the Fe-O-S
system to be no richer than 6 T 1 weight % (wt %) O and 2 to 15 wt % S. A
single core liquid composition of 10.5 T 3.5 wt % S and 1.5 T 1.5 wt % O is
compatible with wave speeds and densities throughout the outer core.

The outer core is composed of liquid iron

mixed with about 10 wt % lighter elements

(1–3). Although these elements are a minor

constituent by weight, they may affect the

dynamic behavior of the core. The light

elements may control the rate of cooling,

the type of crystallization, and the final com-

position of the solid inner core (4, 5).

Partitioning of the light elements between

the inner core and the liquid outer core af-

fects the gravitational potential energy avail-

able to power the geodynamo as well (6, 7).

Liquid immiscibility occurs widely in iron-

rich liquid systems and is the physical basis for

the smelting process. In iron-bearing systems

such as Fe-O-S, Fe-C-S, and Fe-Si-S, one of

the two coexisting liquids is rich in Fe, whereas

the other is richer in S or O (4, 8, 9). The liquid

densities differ appreciably, leading to buoy-

ant separation and stratification in the system.

As the core cools and the inner core crys-

tallizes, enriching the outer core in the light

element because it preferentially partitions

into the liquid phase, immiscibility might also

develop. The differences in the properties of

the liquid could lead to layering in the core,

and seismic analysis may be able to detect this

layering. There is already suggestive seismic

evidence of layering (10–12). To establish

whether layering is possible, we need to

determine whether immiscibility exists under

core conditions, how thick the liquid layer

might be, and what the densities and wave

speeds in these liquids are.

To estimate layer thickness, we assume a

mass-balance model of inner-core crystalliza-

tion similar to that described in (6). The den-

sity jump Dr
ICB

at the inner core–outer core

boundary is between 0.5 and 1.6 Mg mj3,

with values of G1.0 Mg mj3 most probable

(13–15). This density increase reflects two

processes: contraction from the liquid to the

solid form and exclusion of the light element

from the inner core_s crystalline structure.

Quantum-mechanical calculations of the prop-

erties of Fe at core conditions indicate that

0.21 Mg mj3 of Dr
ICB

is due to solid con-
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traction (16, 17). Thus, È0.3 to 0.8 Mg mj3

of density difference is due to transfer of the

light element to the remainder of the outer

core, which we assume to constitute an

immiscible liquid layer. The product of

density difference and the volume of the

inner core gives the mass of material that,

spread against the top of the outer core,

could be seismically detectable. A range of

densities and thicknesses is possible because

of the density-thickness trade-off (Fig. 1) that

would equal the mass of material transferred

to the outer core through the crystallization of

the inner core. Depending on Dr
ICB

, the layer

could be 2 to 12 km thick. For constraining

core composition, the maximum layer thick-

ness excludes the narrowest compositional

range and so represents a conservative bound

on composition (18).

To establish immiscibility in the core, the

density of the liquid, and the seismic wave

speeds in the liquid, we use a thermodynamic

model of Fe-O-S liquids (19, 20) with liquid

thermophysical properties that we refined

from high-pressure melting experiments in

the Fe-FeS system (21, 22) and Fe, FeO, and

FeS (23–25). We calculate whether two liq-

uids coexist, and the composition of the liq-

uids, using a free-energy minimization method

(26). We also calculate the density and P-

wave speed for each liquid from their compo-

sitions and thermophysical properties (25). In

the immiscible region, the iron-rich liquids

match the density and P-wave speed of the

core (27, 28), indicating that immiscibility is

possible there. The density of the S-rich

liquid at 3500 and 4300 K Ecore-side tem-

perature limits are derived from (23, 24, 29)^
is, respectively, 9.29 and 8.97 Mg mj3, and

the P-wave speed is 8.23 and 8.36 km sj1, or

6.2 and 9.4% less dense and 1.9 and 3.6%

faster than values for the top of the outer

core, depending on the temperature (27). The

S-rich liquid density prescribes layer thick-

nesses between 2 and 8 km depending on the

Dr
ICB

adopted (Fig. 1). As outer-core tem-

peratures increase, the two-liquid field

shrinks, and it disappears for temperatures

95200 K (Fig. 2). A hotter core also shrinks

the feasible liquid range toward the Fe apex.

Fe-O-S liquid temperatures of 7200 K are

incompatible with observed core properties

because even pure Fe densities and wave

speeds would not match those of Earth.

To detect layering at the top of the outer

core, we use P4KP, a seismic wave that

enters the core, reflects three times internal-

ly, and then ascends to the surface through

the core-mantle boundary (Fig. 3). P4KP is

sensitive to core structure because each un-

derside reflection will create a precursor

from any layering present below the core-

mantle boundary. P4KP also averages struc-

ture around the core because of the broadly

separated multiple bounces. Observational

data come from the J-Array network (fig. S1)

(30), from four earthquakes in northern India

and the Flores Sea. Individual seismograms

are manually aligned to a reference phase,

either PcP or ScP, and slant stacked (31, 32)

to isolate the weak P4KP arrival. The P4KP

phase is identified by its differential travel

time and differential slowness relative to the

reference (PcP or ScP). The stacked wave

forms, aligned on P4KP, show no consistent

precursors before P4KP (Fig. 4A), suggest-

ing that no layering is present with a constant

thickness range up to 12 km, as expected for

an immiscible liquid layer; a variable layer

thickness is precluded by the density contrast

involved (33, 34). We also show stacked

P4KP wave forms compared to synthetic seis-

mograms calculated for Dr
ICB

0 0.82 Mg mj3

(15), requiring 3.3- and 3.4-km-thick layers

at 3500 and 4300 K (Fig. 1). For this

composition, which is representative of the

liquid properties in the calculated immiscible

field, the synthetic wave forms show a precur-

sory shoulder and enhanced downswing that

are not seen in the data (Fig. 4B) (35, 36).

Thus, within the mass-balance model as-

sumptions, there is no evidence for layering

due to immiscible liquid evolution in the

outer core in either the travel times or the

wave forms of P4KP.

This finding constrains outer-core compo-

sitions to be outside of the two-liquid field

(Fig. 2). A liquid core composed of Fe-O-S

must be no richer than 6 wt % oxygen and

must contain È2 to 15 wt % sulfur for

temperatures between 3500 and 4300 K.

Alternatively, core temperatures may be be-

tween 5200 and 7200 K, where only a single

outer-core liquid exists, but this is unlikely

given the È 4300 K upper bound on basal

core-mantle boundary temperatures derived

from lower mantle melting constraints and

inner-core crystallization temperatures adia-

batically extrapolated to the core-mantle

boundary (24, 29, 37). If we assume the

light-element concentration to be constant

throughout the outer core, a composition that

matches outer-core wave speeds and densities

ρmantle

ρOC

ρICB

Buoyant
liquid
range

1.0

∆ρ
1.5

∆ρ ∆ρ

0.5

Fig. 1. Plot showing layer thicknesses versus
layer density for a range of observed density
jumps DrICB at the inner-core boundary.
Shaded region delimits the feasible density
range for buoyant outer-core liquids; darker
region shows the density range of S-rich Fe-O-S
liquids. If the liquids were denser than the top
of the outer core, they would not rise; if they
were less dense than the mantle’s base, they
would not be confined to the core. At constant
mass, denser layers are thinner, and less dense
layers are thicker. Calculation for each DrICB
curve deducts the Dr 0 0.21 Mg mj3 due to
liquid-solid contraction at constant composi-
tion (16, 17). Layer thickness range is 2 to
11.6 T 0.2 km for the seismically observed
0.5 e DrICB e 1.6 Mg mj3, with values of
DrICB G 1.0 Mg mj3 most probable (13, 14).
The unlabeled curve is for DrICB 0 0.82 Mg
mj3 (15).

Fig. 2. Ternary diagram of
liquid compositions in the
Fe-O-S system showing re-
gion of two-phase liquid
coexistence at the top of
the outer core and at
3500 and 4300 K (con-
cave regions within thick
bounding lines) and com-
positions compatible with
the core’s seismic proper-
ties (27, 28) (thin bounding
lines). Tie-lines show com-
positions of coexisting
liquids for different core
compositions at 136 GPa
calculated by free-energy
minimization in the ther-
modynamic model. Im-
miscible liquids are present
in core compositional ranges that are seismologically feasible. Patterned regions indicate feasible
liquid range where immiscibility is absent; more of the low-S region may be excluded depending
on the core’s temperature. Dot indicates quantum-mechanical prediction (QM) from (16), and 8%
O limit line indicates high-O core’s lower bound (42). Dot-dashed lines enclose compositional
subregion compatible with densities and wave speeds throughout the whole outer core (small
along 3500 K adiabat, large along 4300 K adiabat).
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is 10.5 T 3.5 wt % S and 1.5 T 1.5 wt % O

(Fig. 2).

These constraints apply in the Fe-O-S

system, but other elements might also influ-

ence immiscibility in the core. Nickel, in

particular, might reduce immiscibility in

Fe-Ni-O-S at higher pressures (38). However,

the core may contain, in addition to Ni, light-

er elements such as Si, C, and H, all of which

give rise to liquid immiscibility (3, 4, 39)

whose net effect on liquid behavior is

unclear at core pressures. Volume-mixing

nonideality in Fe-FeO might also shift

seismically feasible core liquids to higher O

contents, but would also expand the im-

miscibility region if O and S nonideality are

similar. Thus, immiscibility constraints on

core structure would still be applicable,

although different in detail.

Although a thin liquid layer could be

dispersed by convection within the core, a

density difference as large as our calculated

value suggests that such a layer is stable

against convective stirring. Entrainment of

buoyant droplets in a denser, convecting liquid

is not energetically favorable; erosion of such

a layer would require times longer than the age

of Earth (40, 41). We conclude that the outer

core is not a layered liquid, which excludes a

range of light-element combinations within

certain immiscibility fields. In particular, our

results rule out an O-rich core (8 wt %)

envisaged in some high-temperature earth

accretion scenarios (42) and quantum-

mechanical calculations (16) because of its

incompatibility with either outer-core wave

speeds or with our observational im-

miscibility constraints. Extension of this

analysis to other iron-bearing systems rele-

vant to the core awaits melting experiments

for the solid phases involved.
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Global Identification of Human
Transcribed Sequences with

Genome Tiling Arrays
Paul Bertone,1* Viktor Stolc,1,2* Thomas E. Royce,3

Joel S. Rozowsky,3 Alexander E. Urban,1 Xiaowei Zhu,1

John L. Rinn,3 Waraporn Tongprasit,4 Manoj Samanta,2

Sherman Weissman,5 Mark Gerstein,3. Michael Snyder1,3.

Elucidating the transcribed regions of the genome constitutes a fundamental
aspect of human biology, yet this remains an outstanding problem. To
comprehensively identify coding sequences, we constructed a series of high-
density oligonucleotide tiling arrays representing sense and antisense strands
of the entire nonrepetitive sequence of the human genome. Transcribed
sequences were located across the genome via hybridization to complementary
DNA samples, reverse-transcribed from polyadenylated RNA obtained from
human liver tissue. In addition to identifying many known and predicted genes,
we found 10,595 transcribed sequences not detected by other methods. A large
fraction of these are located in intergenic regions distal from previously
annotated genes and exhibit significant homology to other mammalian
proteins.

The prevailing gene structures encountered

in many organisms consist primarily of

coding sequences with few and short inter-

vening regions, and thus their characteriza-

tion is largely straightforward. In contrast,

mammalian genes often contain many short

exons interspersed with very large introns,

making the identification of coding se-

quences difficult; a comprehensive and

accurate map of human coding sequences

therefore does not exist. Functional assays

are expected to be essential for the identifi-

cation of coding segments and verification of

predicted genes.

In principle, genome tiling microarrays

offer the opportunity to comprehensively

investigate the RNA coding regions of any

species using an unbiased approach. Recent-

ly, various microarray technologies have

been applied to assess genome-wide tran-

scription in bacterial and plant genomes (1–3),

as well as transcription over human chromo-

somes 21 and 22 (4, 5). Each of these

methods identified many previously un-

annotated features, noting a high degree of

novel transcription beyond that expected by

existing gene annotation data. These studies

clearly demonstrated the merit of the micro-

array approach to the problem of large-scale

transcript mapping; however, until now the

large size of mammalian genomes has

precluded the construction of a genome-wide

high-resolution tiling array.

Using maskless photolithographic DNA

synthesis technology (6, 7), we constructed

134 high-density oligonucleotide microarrays

to represent È1.5 Gb of nonrepetitive ge-

nomic DNA from each strand of the human

genome (8, 9). A total of 51,874,388 36-

nucleotide (nt) probes, positioned every 46 nt

on average, were selected to interrogate sense

and antisense strands of the genome and

synthesized at a feature density of È390,000

probes per array Efig. S1 (10)^. To measure

transcriptional activity, we hybridized the
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arrays to fluorescence-labeled cDNA reverse-

transcribed from triple-selected polyadenyl-

ated Epoly(A)þ^ liver tissue RNA pooled

from several individuals (10).

We first performed a pilot study to test

the reproducibility of the platform. Multiple

arrays were probed with cDNA samples

derived from identical and independent

labeling reactions, producing technical repli-

cates having r2 correlations between 0.90

and 0.95 (11), indicating that the exper-

iments are highly reproducible. To further

reduce the effect of potential variation across

individual cDNA samples, we used pooled

reverse transcription products of 20 separate

labeling reactions to probe the genome tiling

arrays.

To correlate fluorescence intensity values

with meaningful chromosomal features, we

aligned the oligonucleotide probe coor-

dinates with current gene annotation data,

using the RefSeq (12) and Ensembl (13, 14)

databases. Alignment of the fluorescence

intensities to the chromosomal coordinates

of many known genes shows strong agree-

ment between hybridization signals and

annotated exons (Fig. 1A). To systematically

determine the number of annotated genes

detected with our approach, we devised a

simple statistical method for scoring the

observed transcriptional activity of annotated

genes (15). This measurement essentially

compares the fluorescence intensity of each

probe within a gene against the median

probe intensity across the entire microarray

to determine whether they are significantly

different. We scored 16,997 annotated genes

from RefSeq, 35,823 genes from Ensembl,

and 42,645 genes predicted by Genscan (16).

Based on our criteria, transcription was

detected from 64% (10,895), 57% (20,509),

and 35% (14,884) of genes in each data set,

respectively (Fig. 1B). These results agree

with the expectation that fewer genes should

be experimentally detected from annotation

data sets that include putative genes pre-

dicted by homology or ab initio methods, as

opposed to a curated collection of charac-

terized genes. Nonetheless, our results pro-

vide the first genome-wide experimental

confirmation that many of the predicted

genes are transcribed, suggesting that they

are functional. A subset of 9844 RefSeq

genes with corresponding UniGene (17)

annotations that indicate transcription in

liver tissue was also examined; 70% (6907)

of these were detected using our approach

(Table 1).

In addition to detecting known and

predicted genes, a primary goal of this study

was to identify novel transcribed regions.

Transcribed regions outside of previously

annotated exons are expected to correspond

primarily to (i) unannotated exons from

alternatively spliced messages, (ii) under-

represented 3¶- and 5¶-untranslated regions,

(iii) non–protein-coding RNA transcripts,

and (iv) novel transcripts coding for func-

tional proteins. We considered aggregate

transcription units consisting of at least five

consecutive probes exhibiting fluorescence

intensities in the top 90th intensity percent-

ile, and the genomic coordinates of which

lay within a 250-nt window (Fig. 2A). These

were compiled from throughout the genome

and their locations compared relative to

those of annotated gene components (Fig.

2B). A total of 13,889 transcription units,

ranging in size from 209 to 3438 nt, were

identified in the genome by these criteria;

È400 are expected under the null hypothesis

of zero transcription. One-third (4931) cor-

respond to previously annotated exons; the

remaining 8958 are new transcribed se-

quences that we refer to as transcriptionally

active regions, or TARs (5). We located

1566 TARs within previously annotated

introns on the same strand, raising the

possibility that they correspond to over-

looked exons. However, an equal number

of TARs (1529) lie on the antisense strand of

Table 1. Distribution of TARs relative to published gene annotation. Many TARs (40%) correspond to
known exons; however, a significant fraction (38%) are located more than 10 kb from any previously
annotated gene. BLAST results compare TARs to mammalian protein sequences and to the mouse
genome. A total of 6934 (40%) of all TARs are homologs to the mouse genome (e-value e 10j5), with
5656 (32%) homologous to protein sequences (25 to 30% of TARs belong to both categories), providing
evidence for possible functional roles in humans.

Total Exons Introns G1 kb 1 to 10 kb 910 kb

TARs 13,889 4,931 1,566 398 1,210 5,784
Poly(A)-associated TARs 3,628 1,991 229 153 303 952
Type I (AATAAA) 2,393 1,371 137 105 187 593
Type II (ATTAAA) 1,325 674 101 51 123 376

BLAST: mouse genome BLAST: mammalian proteins

1ej5 1ej10 1ej20 1ej5 1ej10 1ej20

TARs 5,419 4,747 3,761 4,349 4,008 3,311
Poly(A)-associated TARs 1,515 1,247 936 1,307 1,198 995
Type I (AATAAA) 1,044 862 637 905 830 685
Type II (ATTAAA) 517 423 328 436 401 340

Fig. 1. (A) Annotated genes aligned
with microarray fluorescence inten-
sities. Comparison of the gene
structures with intensity data shows
strong agreement with expected
exon-intron boundaries. The upper
two examples illustrate uniform
representation across the entire
gene, whereas the lower two exam-
ples show a slight 3¶ bias inherent in
reverse-transcription labeling of
mRNA. Gray segments at the top
of each graph indicate the position
of oligonucleotide probes tiled

across nonrepetitive regions of the chromosome. (B) Proportion of genes detected from each of
four annotation sources. The percentages of genes detected from each data set increase as the
annotation shifts from solely ab initio predictions (Genscan) to fully characterized genes (RefSeq).
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introns, indicating that many of the intronic

TARs likely represent novel transcription

units. Over half of all TARs were found to

be distal to annotated genes (greater than

10 kb from any gene), indicating the pres-

ence of an additional 5784 transcribed ele-

ments that are apparently unrelated to known

genes.

We also used an independent set of

criteria to identify TARs in which probe

hybridization intensities were correlated

with the presence of a polyadenylation

signal 3¶ of the active region. Here we

considered transcription units of (exactly)

five consecutive probes with fluorescence

intensities in the top 80th intensity per-

centile appearing in windows of 250 nt,

where the 3¶ region contains or lies near a

polyadenylation signal (18). Instances of

BAATAAA[ sequences were designated

type I, and BATTAAA[ type II. An addi-

tional 3628 TARs were identified using this

method; È100 such instances are expected

to occur at random in the genome. Most

(1991) lie within annotated exons, whereas

952 are located more than 10 kb from any

annotated gene. Of the 1371 type I and

674 type II poly(A) sequences identified

within exons of known genes, 94% (1289)

of type I and 90% (607) of type II in-

stances occur in the 3¶ exon of the gene in

question, a strong indication of the effec-

tiveness of this approach. The fraction of

poly(A) TARs distinct from annotated exons

(1637), combined with the 8948 novel TARs

identified above, yields a total of 10,585

new transcribed sequences throughout the

genome.

To validate the transcription of identified

TARs with an independent method, we

performed reverse transcriptase polymerase

chain reaction (RT-PCR) assays using hu-

man liver poly(A)þ RNA, targeting 48

poly(A)-associated and 48 non–poly(A)-

associated TARs (10). Reactions were

carried out in the presence and absence of

reverse transcriptase; the latter served as a

negative control. Of the 96 reactions, 90

(94%) amplified PCR products of the

expected size in a single-pass assay with

no detectable signal observed in the nega-

tive control (Fig. 2C). As a further valida-

tion, we compared the novel TARs against

data derived from the second phase of the

Kapranov et. al transcript mapping exper-

iment on chromosomes 21 and 22 (4). We

found that 41% of TARs match the tran-

scribed fragments, or Btransfrags,[ identified

in their study. Because of the highly strin-

gent selection of TARs in the present study,

many low-abundance transcripts are not

identified by these criteria, and we expect

to have an appreciable false-negative rate.

We next compared the novel TARs with

other mammalian DNA sequences to assess

their potential for coding functional ele-

ments. BLAST (19) comparisons revealed

that many TARs are homologous to se-

quences in the mouse genome. Of the 8958

novel TARs, 24% (2185) produced BLAST

alignments with e-values less than 10j5,

with most of these (1486) having e-values

less than 10j20. This compares to 39%

Fig. 2. (A) Example TAR: A
series of consecutive probes
in the genome with fluores-
cence intensities that rank
above the 90th percentile
over all probes on the array
(indicated with a dashed
line). (B) Distribution of
TARs relative to annotated
genes. Occupancy within
gene components and prox-
imity to known genes are
depicted for all TARs (upper
charts) and for novel TARs
that lie outside annotated
exons (lower charts). Most
of the novel TARs are located
more than 10 kb from any
previously annotated gene,
suggesting that these corre-
spond to distinct transcribed
sequences. (C) RT-PCR valida-
tion of TAR sequences. A
group of variable-length TARs
between 400 and 650 bp is
shown (left) opposite a group
of approximately equal-
length poly(A)-associated
TARs (right). PCR products
are loaded adjacent to their
corresponding negative con-
trol samples.

Fig. 3. Conservation between TARs and other
mammalian sequences. Forty-one percent of
TARs and 50% of poly(A)-associated TARs
were found to be homologous, as were 29%
and 39% of novel TARs from each category. A
large number of TARs show significant similar-
ity to known proteins (BLAST e-values e 10j5),
suggesting that many of these may be func-
tional elements. A subset of these exhibited
sequence similarity to regions of the mouse
genome when restricted to similar e-values
(solid blue sections).
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(5419) of the initial set of 13,889 TARs (i.e.,

novel TARs and those corresponding to

exons of known genes) that produced

BLAST scores with e-values less than

10j5; 3761 of these had e-values less than

10j20. Similarly, 32% (532) of the 1637

novel poly(A)-associated TARs yielded

BLAST alignments with e-values less than

10j5, with 342 less than 10j20 (Fig. 3). Of

the initial set of 5419 TARs and 1515

poly(A)-associated TARs found to be ho-

mologous to sequences in the mouse ge-

nome, 27% (1488) and 21% (321) from each

category are located more than 10 kb from

any previously annotated gene.

In addition to assessing the degree of

genome conservation, we compared mouse

proteins with TAR sequences that were

translated in all possible reading frames

(Table 1). A total of 16% (1427) and 12%

(1091) of novel TARs produced BLAST

matches less than 10j5 and 10j20, respec-

tively, compared with 31% (4329) and 24%

(3311) of the total number of TARs with

matches below these e-values. Higher per-

centages of poly(A)-associated TARs were

found to be homologous to mouse proteins:

23% (369) of the novel subset and 36%

(1307) of the total set of poly(A) TARs

matched protein sequences with e-values less

than 10j5, with 19% (305) and 27% (995) in

each category having e-values less than

10j20. Thus, although many TARs are

expected to encode proteins, novel TARs

generally exhibit a lesser degree of sequence

conservation than those intersecting known

genes. This is particularly true for poly(A)-

associated TARs owing to the higher degree

of conservation of protein-coding sequences

relative to 3¶-untranslated regions.

To estimate the number of TARs poten-

tially arising from the cross-hybridization of

mRNA transcripts to sequences elsewhere in

the genome, we compared 9408 novel TARs

that additionally do not lie antisense to an-

notated exons to the library of human cDNA

sequences in the Ensembl database. We

found only 11% (1034) with at least 95%

identity over a stretch of 150 nt. Of the re-

maining 8374 nonhomologous novel TARs,

347 were found to intersect the genomic co-

ordinates of processed pseudogenes (20, 21),

providing evidence for possible pseudogenic

transcription.

Finally, we examined the distribution of

TARs relative to the locations of known

genes and CpG islands. A density plot

comparing TARs and RefSeq-annotated

exons along chromosome 3 (Fig. 4A)

revealed that TARs are located in the same

regions as known genes. The density of

TARs is correlated with the distribution of

RefSeq-annotated genes along each chromo-

some (Pearson correlation coefficient r2 0
0.35, P G 0.002). Comparison of distances to

the nearest upstream CpG island indicates

that the relative locations of novel TARs

distal to annotated genes are similar to those

of RefSeq exons, whereas the distal poly(A)-

associated TARs are located farther away,

which is expected because most of these

should correspond to the 3¶ ends of genes

(Fig. 4B). The distances of all distal TARs to

CpG islands were found to be significantly

less than those of randomly selected locations

(P G 0.0001).

Our findings demonstrate that it is possible

to use high-resolution oligonucleotide micro-

arrays for the comprehensive analysis of the

human genome. Because many transcribed

sequences are located in distinct intergenic

regions distant from known genes, their

precise mapping can only be accomplished

using genomic tiling arrays in which nearly all

of the nonrepetitive DNA is available for

hybridization to RNA transcripts. Several

bacterial artificial chromosome (BAC) clone-

based genomic tiling arrays have been devel-

oped for comparative genomic hybridization

(CGH) studies in humans (22, 23); however,

the identification of short transcription units

requires interrogating the genome sequence at

a resolution of tens of base pairs, a mea-

surement that is not possible to obtain with

BAC technology.

In summary, we identified thousands of

new transcribed regions and confirmed the

transcription of predicted genes on a global

scale. Our results provide a draft expression

map for the entire genome, revealing a

much more extensive and diverse set of

expressed sequences than was previously

annotated. Conservation between many of

the novel transcribed sequences and well-

characterized mouse proteins provides

strong evidence that a large number of them

are likely to encode functional transcripts.

Many conserved transcribed sequences are

located in regions distal to known genes, and

a notable fraction of these are of sufficient

length to encode proteins of 300 or more

amino acids. The remainder may encode

small proteins, untranslated exons, or RNAs

whose functions have yet to be elucidated

Fig. 4. (A) Density plot of RefSeq-annotated exons across human
chromosome 3 compared with the density of novel transcriptionally
active regions (TARs). The distribution of novel TARs is similar to that
of annotated exons, indicating that they are colocated with genes on a
global scale. Units on the abscissa are given in 1-Mb intervals. (B)
Average distances to the nearest upstream CpG island for all RefSeq
exons, novel TARs, novel poly(A)-associated TARs, and 1000 randomly
selected locations in the genome. The distribution of novel TARs is
similar to that of RefSeq exons, whereas the random locations are the
most distant from CpG islands. As expected, the novel poly(A)-
associated TARs are located at intermediate distances because they
correspond primarily to 3¶ exons.
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(24, 25). These latter RNAs may serve

alternate regulatory or structural roles and

await detailed characterization.
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Use of Logic Relationships
to Decipher Protein

Network Organization
Peter M. Bowers,1,2 Shawn J. Cokus,3

David Eisenberg,1,2 Todd O. Yeates2,4*

A major focus of genome research is to decipher the networks of molecular
interactions that underlie cellular function. We describe a computational
approach for identifying detailed relationships between proteins on the basis
of genomic data. Logic analysis of phylogenetic profiles identifies triplets of
proteins whose presence or absence obey certain logic relationships. For ex-
ample, protein C may be present in a genome only if proteins A and B are
both present. The method reveals many previously unidentified higher order
relationships. These relationships illustrate the complexities that arise in cel-
lular networks because of branching and alternate pathways, and they also
facilitate assignment of cellular functions to uncharacterized proteins.

The sequencing of multiple genomes from

diverse species has tremendous potential to

impact our understanding of biology, both by

providing a census of all proteins and by en-

abling subsequent analysis of their functions

(1–6). Various patterns across multiple com-

plete genomes have been used to infer bi-

ological interactions and functional linkages

between proteins (6–14). These include obser-

vations of two distinct proteins from one or-

ganism being genetically fused into a single

protein in another organism (13, 14) and the

tendency of two proteins to occur in chromo-

somal proximity across multiple organisms

(12, 15). When a sufficiently large number of

genomes were fully sequenced, it became pos-

sible with the phylogenetic profile approach

(11, 16, 17) to detect functional relationships

between proteins exhibiting statistically simi-

lar patterns of presence or absence. Because

sequenced genomes allow us to catalog all of

the proteins encoded in each organism, we can

determine the pattern describing a protein_s
presence or absence by searching for its

homologs across N organisms, the result of

which is an N-dimensional vector of ones

(present) and zeros (not present) referred to

as its phylogenetic profile.

Original implementations of the phyloge-

netic profile method sought to infer Blinks[
between pairs of proteins with similar pro-

files (11). A subsequent variation on that

idea linked proteins if their profiles repre-

sented the negation of each other (18, 19).

These ideas are consistent with the simplest

notion of how two proteins might be related

in a cell, with the presence of one protein

implying the presence or absence of another.

Such simple patterns might be expected when

two proteins are required to form a structural

complex or when two proteins carry out se-

quential steps in an unbranched metabolic

pathway. However, such simple relationships

cannot adequately describe the full com-

plexity of cellular networks that involve

branching, parallel, and alternate pathways.

The observed complexity of cellular networks

leads one to expect the existence of higher

order logic relationships involving a pattern

of presence or absence of multiple proteins.

Furthermore, evolutionary divergence, conver-

gence, and horizontal transfer events lead us

to expect relationships between multiple gene

families that are more complex than can be

described by pairwise phylogenetic similar-

ity. Analysis of cellular pathways and net-

works in terms of logic relations has attracted

recent interest (20, 21), and the growing num-

ber of sequenced genomes now makes it pos-

sible to search for logic relations.

Here, we perform a complete analysis of

the logic relations possible between triplets

of phylogenetic profiles and demonstrate the

power of the resulting logic analysis of phy-

logenetic profiles (LAPP) in illuminating re-

lationships among multiple proteins and

inferring the coarse function of large num-

bers of uncharacterized protein families. There

are eight possible logic relationships com-

bining two phylogenetic profiles to match a

third profile (Fig. 1A). For instance, protein

C might be present if and only if proteins A

and B are both present (denoted here as a

type 1 logic relationship), from which we

would infer that the function of protein C is

necessary only when the functions of pro-

teins A and B are both present. Alternatively,

gene C may be present if and only if either A

or B is present (a type 7 logic relationship),

which is seen when different organisms use

two different protein families in combination

with a common third protein to accomplish

some task (for example, a combination of A

and C or B and C). Several of the eight

possible logic relationships can be intuitively

understood to describe commonly observed

biological scenarios, whereas a few of the

logic relationships are not easily related to

real biological situations.

To identify protein triplets that exhibit

the logic relationships described in Fig. 1,

we first created a set of binary-valued vec-

tors describing the presence or absence of

1Howard Hughes Medical Institute, 2Institute for Ge-
nomics and Proteomics, 3Department of Mathematics,
4Department of Chemistry and Biochemistry, University
of California, Los Angeles, Los Angeles, CA 90095, USA.

*To whom correspondence should be addressed.
E-mail: yeates@mbi.ucla.edu

R E P O R T S

24 DECEMBER 2004 VOL 306 SCIENCE www.sciencemag.org2246



each of the known protein families across

67 fully sequenced organisms. Specifically,

the complete set of proteins was categorized

into 4873 distinct families known as clusters

of orthologous groups (COGs) (22, 23). Next,

we systematically examined all triplet com-

binations of the profiles and rank-ordered

them according to how well the logical com-

bination f(a,b) of two profiles predicted a

third profile, c. Further, we also required that

neither profile a nor b alone was predictive

of c. We calculated uncertainty coefficients

for U(cka), U(ckb), and the logically com-

bined profile U(ck f(a,b)), where

UðxkyÞ 0 EHðxÞ þ HðyÞ j Hðx; yÞ^=HðxÞ

and H refers to the entropy of the individual

or joint distributions (24). The value of U

can range between 1.0, where x is a deter-

ministic function of y, and 0.0, where x is

completely independent of y. We selected

triplets whose individual pairwise uncertain-

ty scores described protein profile c poorly

EU(cka) G 0.3 and U(ckb) G 0.3^ but whose

logically combined profile EU (ck f (a,b)Þ 9 0.6^
described c well.

A hypothetical set of profiles can illus-

trate the approach (Fig. 1C). Under a type 3

logic relationship, protein C is present when-

ever protein A, protein B, or both are pre-

sent. The pairwise comparisons of profiles

(AC, BC, and AB) each yield limited infor-

mation, whereas a phylogenetic profile log-

ically combining proteins A and B matches

the phylogenetic distribution of protein C

exactly and has a triplet uncertainty score

of U 0 0.48. In contrast, a triplet containing

hypothetical randomized profiles with the

same number of protein homologs as in the

previous example has a triplet uncertainty co-

efficient of U 0 0.03 and does not corre-

spond closely to any of the eight logic types.

Logic analysis of phylogenetic profiles

yields thousands of computed relationships

among protein families that cannot be de-

tected by traditional pairwise phylogenetic

analysis, enabling a more intricate descrip-

tion of predicted relationships (Fig. 2 and

fig. S1). The synthesis of aromatic amino

acids proceeds through the shikimate path-

way. A logic analysis of five participating

proteins shows that shikimate can be con-

verted to the end product prephenate by one

of two possible routes, leading to a type 7

logic relationship. When either one shikimate

kinase protein family (protein A, COG1685)

or an alternate shikimate kinase protein

family (protein B, COG0703) is present in

an organism, then excitatory postsynaptic

potential (EPSP) synthase must also be

present (protein C, COG0128) (U 0 0.85) to

carry out the subsequent enzymatic step. The

same type 7 logic relationship is also observed

between alternate shikimate kinase enzymes

and the successive chorismate synthase (pro-

tein D, COG0082) and chorismate mutase

(protein E, COG1605) enzymatic steps of the

pathway. The ordering of the metabolic steps

that follow shikimate kinase is predicted by the

value of successive U coefficients, where

EPSP synthase (second step, U 0 0.85) is

most strongly linked to shikimate kinase,

followed directly by the chorismate synthase

(third step, U 0 0.66) and lastly by chorismate

mutase (fourth step, U 0 0.56). We can con-

clude that organisms synthesize chorismate

and prephenate from shikimate with the use

of only one of two possible alternate routes:

pathways consisting of either ordered enzymes

A-C-D-E or enzymes B-C-D-E.

Our LAPP recovers 750,000 previously

unknown relationships among protein families

(U(ck( f(a,b))) 9 0.60; U(ckb) G 0.30; U(cka) G
0.30), whose validity can be assessed by com-

paring known annotations of the linked pro-

teins (tables S2 to S5). The ability to recover

links between proteins annotated as belong-

ing to a major functional category has been

used widely to corroborate computational

inferences of protein interactions (4, 5). We

Fig. 1. Detection of pathway relationships among proteins based on a logic
analysis of phylogenetic profiles (LAPP). (A) Venn diagrams and associated
logic statements illustrate the eight distinct kinds of logic functions that
describe the possible dependence of the presence of C on the presence of A
and B, jointly. Logic functions are grouped together if they are related by a
simple exchange of proteins A and B. The symbols $, ¦, È, and 6 indicate

‘‘logical AND,’’ ‘‘logical OR,’’ ‘‘logical negation,’’ and ‘‘logical equality,’’ respec-
tively. (B) The meaning of each logic relationship is described in a single text
sentence, (C) hypothetical phylogenetic profiles are used to illustrate the
eight possible logic functions, and (D) for the four most commonly observed
logic types, real biological examples are given that illustrate the ternary
relationships identified from actual phylogenetic profiles.

Fig. 2. Three logic
examples from the aro-
matic amino acid syn-
thesis pathway, obtained
as high-scoring ternary
relationships in an anal-
ysis of all possible 62
billion protein triplets.
In this example, a calcu-
lation based on tradition-
al pairwise phylogenetic
profile analysis links only
the terminal enzymes
in the pathway (pro-
teins C and D and D
and E). The triplet and
pairwise uncertainty
coefficients, U, high-
light the additional associations observed with ternary relationships, A and B with C, D, and E.
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assessed the accuracy of the logic relation-

ships obtained for the triplet profiles by

using the metrics and threshold values

detailed above, where each protein family

is annotated as belonging to one or more of

the 20 COG major functional categories.

Figure 3A shows a section taken from a

three-dimensional histogram that describes

the frequency of observed logic relationships

in which protein A of the triplet is annotated

as belonging to the COG functional category

N, cell motility. One of the most frequently

observed triplet relationships in this section

relates three proteins belonging to the cell

motility category, confirmation that the triplet

associations link proteins closely related in

function. Other triplets involve two proteins

from the motility category and a third protein

of another COG category, producing recog-

nizable horizontal and vertical bands in the

histogram. For instance, the category com-

binations NNU (COG category U, intracel-

lular trafficking and secretion) and NNS (COG

category S, unknown function) are also plenti-

ful. Connections between these categories make

intuitive sense and facilitate placement of un-

annotated proteins within the context of spe-

cific cellular networks of interacting proteins.

The LAPP method leads to a set of statisti-

cally significant ternary relationships (Fig. 3B

and fig. S2) that are distinct from and more

numerous than the relationships that can be

inferred by using traditional pairwise anal-

ysis. A matrix of randomized phylogenetic

profiles, containing the same individual and

pairwise distributions as the native profiles,

was used to assess the probability of ob-

serving a given uncertainty coefficient score

by chance. Triplets with U 9 0.60 are ob-

served from the unshuffled vectors È102 times

more frequently than from shuffled profiles

and È104 more frequently when U 9 0.80. A

P value for each triplet relationship can be

calculated by enumerating all possible values

of U that could be obtained from shuffled

profiles while maintaining the individual and

pairwise distributions, where P is equal to the

number of trials that exceed the observed val-

ue of U divided by the total number of trials.

More than 98% of the identified triplets (U 9
0.6) have P G 0.05, and more than 75% of

the identified triplets have P G 0.005. Lastly,

the eight distinct logic types occur with widely

varying frequencies within the set of signif-

icant ternary relationships (Fig. 3C), a trend

consistent with our understanding of evolu-

tion and biological relationships. Logic types

1, 3, 5, and 7 are observed frequently in the

biological data, whereas logic types 2, 4, and

8 are more difficult to relate to simple cel-

lular logic and are observed only rarely.

The 50 most significant computed ternary

relationships from Fig. 3A are shown in net-

work form (Fig. 3D). The proteins linked

include secreted virulence factors, adhesin

proteins necessary for bacterial pathogenesis,

Fig. 3. A benchmark analysis of the ability of LAPP to identify
functionally related proteins. (A) A section from a three-
dimensional histogram describing the prevalence of ternary
relationships among high-scoring triplets. The histogram is for
logic function type 3 and covers triplets of proteins A, B, and C
whose COG major functional categories (table S3) are
described by N, x axis, and y axis, where N is cell motility.
Because protein families are not uniformly distributed across
COG categories, Z scores are plotted to facilitate comparison of
histogram bin counts. The mean m and variance s2 for each bin
was calculated for a distribution of 750,000 triplets with
randomly selected protein families, and an observed bin count,
n, was transformed by Z 0 (n – m)/s; the gray scale is linear,
with white corresponding to Z 0 0.0 and black to Z 0 75. (B) A
plot of the cumulative number of protein triplets recovered at
an uncertainty coefficient score greater than a given threshold.
LAPP analysis of a randomized matrix, containing shuffled
profiles that preserved the overall individual and pairwise
distributions (fig. S2), reveals only È20,000 triplets with high
coefficient scores. In contrast, we detect 750,000 triplets from
an analysis of the original, unshuffled biological protein profiles.
(C) A histogram showing the number of identified triplets (U 9
0.6) for each of the eight logic function types for randomized
(black) and real (gray) phylogenetic profiles. Diagrams illustrate
one possible pathway arrangement consistent with that type of
logic. Some diagrams describe potential pathways combined
across multiple organisms, but the three proteins of interest may not
always occur together in any single given genome. (D) An illustration of
the 50 highest scoring relationships (U 9 0.75) involving proteins from
the cell motility and intracellular trafficking and secretion functional
categories. Cell motility proteins are colored light blue, intracellular

trafficking and secretion are colored magenta, and proteins anno-
tated as both are colored in orange. Edges are shown between
proteins A-C and B-C of each logic triplet, with each edge labeled
according to the logic function type used to associate the proteins’
families.
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chemotaxis proteins, and translocase proteins.

The network contains previously unknown

interactions that suggest mechanisms con-

necting bacterial pathogenesis and chemotaxis.

For instance, CheZ, a chemotaxis dephos-

phorylase that regulates cell motility, is linked

to the surface receptor and virulence factors

adhesin AidA and Flp pilus-associated FimT.

The new higher order protein associations

detected by LAPP provide a framework for

understanding the complex logical depen-

dencies that relate proteins to one another in

the cell. They may also be useful in mod-

eling and engineering biological systems,

generating biological hypotheses for experi-

mentation, and investigating additional pro-

tein properties. It is likely that the logic

relationships between proteins in the cell ex-

tend beyond ternary relationships to include

much larger sets of proteins. We anticipate

that the ideas underlying the logical analysis

of phylogenetic profiles can be extended to

the investigation of other kinds of genomic

data, such as gene expression, nucleotide poly-

morphism, and phenotype data.
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Reproductive Effort,
Molting Latitude, and Feather
Color in a Migratory Songbird
D. Ryan Norris,1,4* Peter P. Marra,3 Robert Montgomerie,1

T. Kurt Kyser,2 Laurene M. Ratcliffe1

Toward the end of the breeding season, migratory songbirds face crucial
tradeoffs between the timing of reproduction, molt, and migration. Using
stable hydrogen isotopes, we show that male American redstarts investing in
high levels of reproduction late in the season adopt a unique strategy of
combining molt and migration. Tail feathers molted during migration also
reflect less orange-red light, indicating reduced carotenoid concentration.
Thus, we show how reproduction in a migratory animal can influence both life
history strategies (location of molt) and social signals (feather color) during
subsequent periods of the annual cycle.

Each year, toward the end of the temper-

ate breeding season, billions of songbirds

face crucial energetic tradeoffs between the

costs of reproduction, the replacement of

feathers (molt), and the hazards of long-

distance migration to the tropics (1). To

date, our inability to track individual birds

moving between their breeding and win-

tering grounds has made studying the in-

teraction between these events virtually

impossible. Using stable hydrogen isotopes

and reflectance spectrometry, we investi-

gate how reproduction affects both molt-

ing latitude and the color of molted feathers

in an 8-g neotropical-nearctic migratory

songbird, the American redstart (Setophaga

ruticilla).

Redstarts (Fig. 1A) are socially monoga-

mous, single-brooded passerine birds that

provide biparental care to young for 2 to 3

weeks after the young leave the nest (2).

Individuals breed in the deciduous forests of

temperate North America and winter in the

Caribbean and Middle America. From 2001

to 2004, we sampled tail feathers from

individually marked males at a breeding site

in Ontario, Canada (44-34¶ N, 76-19¶ W).

These males were known to have bred at the

same location the previous year (3). In

eastern North America, stable hydrogen

isotope (dD) values in precipitation follow

a strong latitudinal gradient where low (more

negative) values correspond to higher lati-

tudes (Fig. 1B) (4). dD signatures in precip-

itation are transferred through food webs to

higher-order consumers, including birds (5).

Because feathers are metabolically inert after

growth, dD values sampled from feathers in

a given breeding season indicate the molt-

ing latitude from the previous autumn.

Fig. 1. (A) Adult male
American redstart after
complete autumn molt.
[Photograph by Robert
Royse] (B) Distribution of
post-breeding molt loca-
tions determined from dD
values of tail feathers (n 0
30). Contour lines indi-
cate expected dD values
throughout eastern North
America (4). The eastern
portion of the breeding
range is shaded light gray
(2). The size of the circles
represents the frequency
distribution of molt loca-
tions: large (near breeding
grounds), n 0 18 individuals; medium, n 0 9; small, n 0 1. The arrow shows the most likely fall
migration route based on band-recapture data (16).
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Our analysis shows that 40% (12 out

of 30) of males molted on staging areas

up to 2000 km south of their breeding

grounds EdD values for these birds were

more positive than expected from the breed-

ing ground signatures (Fig. 1B) (6)^. We

then tested whether molting latitude was

related to the amount and timing of pa-

rental care that adult males provided dur-

ing the preceding breeding season. Males

that successfully fledged young tended to

molt tail feathers farther south than males

that failed to fledge young (Fig. 2A).

Among males that fledged young suc-

cessfully, individuals that raised young late

in the season tended to molt farther south

than males that raised young early in the

season (Fig. 2B). To look at these factors

simultaneously, we developed an index of

reproductive effort that took into account

both the timing and the amount of paren-

tal care (7). Males with the highest repro-

ductive effort scores were most likely to

molt during migration, whereas males with

scores of zero molted on the breeding grounds

(Fig. 2C).

Using reflectance spectrometry (3), we

also examined the influence of molt-migration

on the signal quality of a male_s feathers. Red

chroma, a measure of the relative amount of

light reflected in the red (575 to 700 nm)

segment of the bird-visible spectrum (320 to

700 nm), was negatively correlated with dD

(r2 0 0.31, P 0 0.004, n 0 24). Thus, feathers

molted farther south were less saturated with

orange-red coloration than feathers molted

on the breeding grounds (Fig. 2C), indicating

that they also had lower carotenoid concen-

tration (8).

Our findings show the importance of

understanding how interactions among

events that occur during different periods of

the annual cycle can shape the ecology,

behavior, and life history of migratory ani-

mals. Within a relatively short time period,

migratory birds face tradeoffs between three

of the most energetically demanding activ-

ities of the year. A short-lived migratory

songbird providing parental care late in the

breeding season is more likely to replace its

feathers on staging areas during migration

than on the breeding grounds after reproduc-

tion. Molting during migration may subse-

quently reduce survival during the following

winter by delaying arrival in the tropics and

limiting access to high-quality habitat. Win-

ter habitat quality is known to influence

physical condition and departure for spring

migration, as well as the timing of arrival

and reproduction on the temperate breeding

grounds (9, 10).

Molt-migration can also influence feath-

er color, a trait important for sexual se-

lection during the following breeding

season. Carotenoids in feathers are natural-

ly occurring pigments that reflect immuno-

competence (11), signal male quality, and

affect female mate choice in many bird

species (12). Physiological stress during

molt can reduce carotenoid deposition in

feathers (13), suggesting a mechanism by

which redstarts that overlap molt and mi-

gration produce these poorer quality sexual

signals.

Finally, studies using stable isotopes

to measure both the geographic connec-

tivity of populations between tropical and

temperate regions (14) and breeding dis-

persal (15) assume that feathers provide an

accurate chemical signature of the past

year_s breeding location. Our results sug-

gest that this technique may miscalculate

the numbers and locations of birds breed-

ing at north-temperate latitudes and that

future studies should consider molt ecol-

ogy when using stable isotopes to track

birds year-round.
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Fig. 2. Relation be-
tween molting latitude
(dD) and reproduction
of male American red-
starts during the pre-
ceding breeding season.
(A) Males that fledged
young (n 0 12) had
lower mean (TSE) dD
values than males that
did not fledge young
(n 0 9, t 0 –2.09, P 0
0.05). (B) Males that
fledged young later in
the season (fledging
date standardized by
year) tended to molt
farther south, on aver-
age, than males that
fledged young early in
the season (r2 0 0.32,
P 0 0.05, n 0 12). (C)
Males with high reproductive effort scores were more likely to molt south of the breeding
grounds than males with low scores (r2 0 0.41, P 0 0.002, n 0 21). Reproductive effort scores
are a combination of the number of young fledged and fledging date (zeros 0 males that did
not fledge young). (Lower right) Example of the color of a tail feather from a male that molted
on the breeding grounds (bottom) versus a male that molted south of the breeding grounds
(top).
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Dephosphorylation of the
Calcium Pump Coupled to

Counterion Occlusion
Claus Olesen,1* Thomas Lykke-Møller Sørensen,1*

Rikke Christina Nielsen,1* Jesper Vuust Møller,2. Poul Nissen1.

P-type ATPases extract energy by hydrolysis of adenosine triphosphate (ATP) in
two steps, formation and breakdown of a covalent phosphoenzyme interme-
diate. This process drives active transport and countertransport of the cation
pumps. We have determined the crystal structure of rabbit sarcoplasmic
reticulum Ca2þ adenosine triphosphatase in complex with aluminum fluoride,
which mimics the transition state of hydrolysis of the counterion-bound
(protonated) phosphoenzyme. On the basis of structural analysis and bio-
chemical data, we find this form to represent an occluded state of the proton
counterions. Hydrolysis is catalyzed by the conserved Thr-Gly-Glu-Ser motif,
and it exploits an associative nucleophilic reaction mechanism of the same
type as phosphoryl transfer from ATP. On this basis, we propose a general
mechanism of occluded transition states of Ca2þ transport and Hþ counter-
transport coupled to phosphorylation and dephosphorylation, respectively.

The Ca2þ-ATPase, or calcium pump, belongs

to the family of P-type ATPases that also

includes Naþ,Kþ-ATPase and Hþ-ATPase as

prominent members. These pumps use the

energy released by the hydrolysis of ATP to

translocate specific cations across mem-

branes against their electrochemical gradient

(1) via formation of an aspartylphosphorylated

intermediate. The Naþ,Kþ-ATPases and Hþ-

ATPases are responsible for the formation of

a membrane potential in animal and plant

phyla, and they maintain the electrochemical

gradients that drive most cotransport pro-

cesses. The Ca2þ-ATPases transport Ca2þ out

of the cytoplasm as required in conjunction

with the use of this cation in intracellular

signaling (2). The functional cycle of P-type

ATPases is typically described in terms of E1

and E2 states, as illustrated (Fig. 1A) for

sarco(endo)plasmic reticulum Ca2þ ATPase

(SERCA): (i) in a first reaction, the reversible

Eadenosine diphosphate (ADP)–sensitive^ g-

phosphoryl transfer from ATP to the side chain

of a conserved aspartic acid residue yields a

high-energy intermediate state (E1ÈP) with

occluded cations (Ca2þ); (ii) active cation trans-

port across the membrane associated with a

conformational change then leads to the down-

hill transition of the ATPase from the E1ÈP to

the E2-P (ADP-insensitive) state; (iii) hydrol-

ysis of the E2-P state is accompanied by the

translocation in opposite direction of an ap-

propriate counterion (protons for the Ca2þ

ATPase) through the cation conducting path-

way; and (iv) completion of the functional

cycle takes place by dissociation of the coun-

terions and renewed binding of cytoplasmic

cations (Ca2þ) and ATP. In this report, we

address the structural changes that take place

when Ca2þ ATPase is converted from the

E1ÈP Ca2þ occluded state to the E2-P de-

phosphorylation transition state associated

with proton counterions.

Structural studies of the calcium-bound form

of SERCA have shown it to be composed of

three cytoplasmic domains—the A (actuator),

P (phosphorylation), and N (nucleotide bind-

ing) domains—and 10 transmembrane seg-

ments, M1 through M10, which contain the

two embedded Ca2þ binding sites (3). The

ATP binding site in the E1 conformation has

been described (4, 5) along with the coupled

phosphoryl transfer and calcium occlusion

mechanism (4). Also the structural properties

of a calcium-free intermediate (E2) state sta-

bilized by thapsigargin (6) and (deca)vanadate

(7) or MgF
4

2– (8) as analogs of inorganic

phosphate have been described. Lastly, a Kþ

binding site has been identified in the P do-

main and shown to be important for dephos-

phorylation of the E2-P state (9). Comparison

of the known SERCA structures as well as a

wealth of biochemical data point to move-

ments of the A domain and its linker regions

(10) as being critical for the functional tran-

sitions of SERCA and Naþ,Kþ-ATPase (and

probably for other P-type ATPases as well).

The generally conserved Thr-Gly-Glu-Ser

(TGES) motif in the A domain was recently

shown to be essential for the dephosphoryl-

ation of the E2-P phosphoenzyme in a reaction

where the glutamic acid residue was proposed

to activate the attacking water molecule (11).

To understand the dephosphorylation mech-

anism that concludes the two-step process of

ATP hydrolysis in the P-type ATPases, we

crystallized SERCA, solubilized by C
12

E
8

in

a calcium-free form in the presence of native

lipids, thapsigargin, and aluminum fluoride,

by using the vapor diffusion method (12).

This E2-AlF
4

–
form mimics the transition

state of hydrolysis of the E2-P enzyme (13).

Crystallographic data extending to 3.0 ) reso-

lution were collected with synchrotron radia-

tion, and the structure was solved by molecular

replacement using search models of individ-

ual domains. Functionally important ligands

(Mg2þ, Kþ, AlF
4

–
, and thapsigargin) were

readily identified in the electron density maps,

and a complete model of the protein was

obtained (Fig. 1B and fig. S1). An unbiased

F
o
-F

c
difference map showed density for three

water molecules at coordinating positions for

Mg2þ and AlF
4

–
(Fig. 1B). The final model

yields a free R factor of 26.5% and shows

proper geometry (12).

We find that the E2-AlF
4

–
structure of

SERCA (Fig. 1C) differs from the E2-MgF
4

2–

complex, which mimics the product complex

of E2-P hydrolysis (13), even though they

have the same overall conformation (8). The

structural details at the phosphorylation site

are not the same, reflecting the differences

between a product and a transition state com-

plex. Superpositioning of our structure on the

M7-M10 segment or on the P domain of

structures representing the E1ÈP state (4) and

the E2 state (6) reveals large conformational

changes (Fig. 2, A and B, and fig. S2). These

changes must include the downhill transitions

of the high-energy intermediate, resulting in

the release of calcium into the lumen. Indeed,

we find the A domain to function as the

actuator (14), linking the changes at the phos-

phorylation site of the cytoplasmic region to

the ion conducting pathway of the transmem-

brane region as described below.

In the E1ÈP structure (represented by a

Ca
2
E1ÈADP:AlF

4

–
complex), we noted that

the ADP moiety glues the N and P domain

together (4). Release of the ADP leaving

group upon phosphoryl transfer therefore

facilitates an È50- rotation of the N domain

relative to the P domain, as is observed in

the E2-AlF
4

–
structure (Fig. 2A). This en-

ables the A domain to initiate the 108- ro-

tation and 8 ) shift around the P domain as

required for bringing the TGES motif of the

A domain in apposition to the phosphoryl-

ation site (Fig. 2A). Because three poly-

peptide segments link the A domain to the

membrane, these movements directly affect

the orientation of M1 through M3 and (by

intramembranous helix-helix interactions)

also the orientation of M4 through M6,

relative to the constant M7-M10 segment
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Aarhus C, Denmark.

*These authors contributed equally to this work.
.To whom correspondence should be addressed.
E-mail: jvm@biophys.au.dk (J.V.M.); pn@mb.au.dk (P.N.)

R E P O R T S

www.sciencemag.org SCIENCE VOL 306 24 DECEMBER 2004 2251



(Fig. 2A). Along with kinks in M4 and M5,

the P domain is also rotated relative to the

M7-M10 segment by È30-. These confor-

mational changes destabilize the Ca2þ bind-

ing sites in the membrane. However, the

relative orientation of M1 and M2 and the

kink of M1 are maintained as in the occluded

E1ÈP state and prevent calcium from es-

caping to the cytoplasm.

How, then, is calcium released to the

lumen? Before formation of the transition

state of hydrolysis of the E2-P state, as

represented here by the E2-AlF
4

–
structure,

SERCA occupies an E2-P ground state

displaying low-affinity calcium binding sites

exposed to the lumen, and Ca2þ is released

in partial exchange for protons (15). How-

ever, in the E2-P transition state the access

to the lumen is closed, and the four car-

boxylate residues, which were previously in-

volved in calcium binding in the E1 states,

Fig. 2. Conformational
changes ranging from
the E1ÈP through the
E2-P transition state to
the E2 state. (A) Crystal
structures aligned by
superpositioning of the
M7-M10 segment. The
N domain, P domain,
and M4-M10 helices are
shown as red-, blue-, and
wheat-colored surfaces,
respectively, and the A
domain and M1-M3 are
shown in yellow and or-
ange cartoon representa-
tion, respectively. The Kþ

ion is shown in magenta,
Mg2þ in cyan, and the
TGES motif of the A do-
main as green spheres. (B)
Conformational changes at the five-helix cluster upon phosphate release
are revealed by comparison of the E2-AlF4

– and E2 structures (blue and
wheat, respectively, both with thapsigargin). Helices P5 and P6 of the P

domain switch upon phosphate release and displace the helices of the
M2-A and A-M3 linkers. The Kþ ion (magenta) stabilizes this region of
the protein.

Fig. 1. Structure of the
E2-AlF4

– complex. (A)
Schematic overview of
the functional cycle of
SERCA depicted by E1
and E2 states. Intermedi-
ates and transition states
mimicked by fluorides
are indicated in gray. (B)
Electron density showing
the structure of the de-
phosphorylation site. A
sA-weighted 2Fo-Fc elec-
tron density map shown
at a high contour level
(green mesh, 3.5 s) indi-
cates the position of
Mg2þ and AlF4

– (cyan
sphere and gray sticks,
respectively). Three water
molecules are revealed as
prominent peaks in an
unbiased Fo-Fc difference
map (red mesh, 3.6s con-
tour level). Two water
molecules complete the
octahedral coordination
of Mg2þ, and one water
molecule is located for
inline attack on the alu-
minum fluoride, acti-
vated by the side chain
of Glu183. This and the
following figures (except
Fig. 3, D and E) were
prepared by using PyMOL (27). (C) Structural cartoon of the overall
structure with the A domain in yellow, the P domain in blue, the N
domain in red, and transmembrane segments M1 through M3 in orange
and M4 through M10 in wheat. The residues Glu183 (yellow stick) and
Asp351 (blue stick), the AlF4

– group (gray), and the Mg2þ ion (cyan sphere)

are shown at the interface between the A and P domains in an orientation
similar to that of (B). The Kþ ion stabilizes a five-helix cluster and is
shown as a magenta sphere located on the P domain. The thapsigargin
inhibitor (white stick) binds to the back of the transmembrane region in
this orientation.
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are again buried in the membrane, but now

without Ca2þ or positively charged amino

acid residues in their vicinity (Fig. 3). The

carboxylate groups are therefore likely to be

in a protonated state, because they would be

in a highly unfavorable environment if pres-

ent as negatively charged residues. In other

words, the protons for countertransport must

be in place to allow formation of the E2-P

hydrolysis state. Similarly, potassium for coun-

tertransport is required for the hydrolysis of the

Naþ,Kþ ATPase E2-P phosphoenzyme to oc-

cur (16). In support of a proton-dependent tran-

sition to the E2-P transition state of SERCA,

alkaline pH is indeed observed to reduce the

rate of dephosphorylation (17), in contrast to

observations on the Naþ,Kþ ATPase (18). It

is difficult to assess the exact distribution of

proton counterions among the four carboxyl-

ates, because the net Ca2þ/Hþ exchange per-

formed by SERCA is electrogenic (19, 20),

involving an estimated net movement of two

to three proton charges by countertransport

from the lumen at typical physiological con-

ditions (21, 22).

Our biochemical data (obtained in the

absence of thapsigargin) support the conclu-

sion that the E2-AlF
4

–
structure mimicking

the transition state of hydrolysis represents a

proton-occluded state, because this state has

a low affinity for Ca2þ, in contrast to E2. This

is revealed by a strong resistance to Ca2þ-

mediated reactivation (Fig. 3D). These data

also confirm that the occluded state observed

in the crystal structure is not an artifact

caused by the use of thapsigargin, in accord-

ance with tryptophan fluorescence data (13).

The Ca2þ-mediated reactivation occurs by a

strongly cooperative mechanism, as expected

for binding of two Ca2þ, but with an affinity

four orders of magnitude lower than that for

the uncomplexed E2 form, thus requiring Ca2þ

concentrations in the millimolar range (Fig.

3D). Reactivation of the E2-AlF
4

–
complex

can occur both from the outside and inside of

sarcoplasmic reticulum vesicles (Fig. 3E). It

is therefore probable that in these experi-

ments the E2-P ground state and the E2-P

transition state are in a reversible equilibri-

um that shifts toward the E2-P ground state

at high Ca2þ. By contrast, the crystal struc-

ture, with bound thapsigargin and in the ab-

sence of Ca2þ, clearly depicts the transition

state with occluded protons and no access

to the lumen, in accordance with isotope ex-

change data (23).

Besides the closure of the transmembrane

region as mediated by protonation of the ion

conducting pathway, the E2-AlF
4

–
structure

exhibits a layer of positively charged amino

acid residues near the lumen-exposed surface

(Fig. 3A). This is likely to be another im-

portant structural element of the closed state

because it inhibits the approach of luminal

Ca2þ by electrostatic repulsion.

To understand how occlusion of the

bound counterions (protons) is coupled to

dephosphorylation, we have to turn our

attention to the cytoplasmic domains. At the

phosphorylation site, the planar AlF
4

–
group

is located right between the conserved Asp351

side chain of the P domain and a water

molecule brought in position by the main-

chain carbonyl of Thr181 and the side chain

of Glu183 of the TGES motif in the A domain

(Figs. 1B and 4A). This is in agreement with

mutational studies (11, 24). The Glu183 side

chain appears to provide general base catal-

ysis by abstracting a proton from the water

molecule as it attacks the phosphate group

(here represented by AlF
4

–
).

The TGES motif with the water molecule

overlaps the position of ADP in the Ca
2
E1-

ADP:AlF
4

–
form (4) when superimposed on

the P domain, and the phosphorylation site

displays the same chemical environment in

both forms (Fig. 4A). Indeed, both reactions

seem to exploit a strongly associative mech-

anism of inline, nucleophilic attack as

revealed by È2 ) bonding distances between

the aluminum atom and coordinating oxy-

gens, thus indicative of covalent bonds. The

estimates of bonding distances are fairly

well defined for a linear arrangement even

though the resolution is moderate, and the

distances are distinguished from a dissocia-

tive arrangement. The associative reaction

mechanism is the key element to explain

the coupling mechanisms of SERCA. It pro-

vides a strict demand for a defined confor-

mational state to fulfil the inline arrangement

enabling the reaction. Neither phosphoryl-

ation nor dephosphorylation can be initi-

ated before the exact spatial conformation

has been attained, and this again requires

that Ca2þ or protons are bound and occluded

at the ion conducting pathway, respectively. In

support of this view, the E2-BeF
3

–
complex

Fig. 3. Proton counterion
occlusion in the E2-P
transition state. (A) Dis-
tribution of the carboxyl-
ate residues of the cation
conducting pathway (red
sticks) and of the posi-
tively charged arginine
and lysine residues (green
sticks) in the transmem-
brane region (blue coil) of
the E2-AlF4

– structure.
The positively charged
residues are positioned
toward the lumen, and
in addition to the hydro-
phobic barrier they probably inhibit the backflow of luminal Ca2þ

by electrostatic repulsion. (B) A cross section of the trans-
membrane region, providing a view into the membrane of the
E2-AlF4

– structure perpendicular to (A). The carboxylate residues
(red) are completely buried in the membrane and will prefer to be
in a preferably protonated state. (C) Comparison to the E1ÈP state
[represented by the Ca2E1ÈADP:AlF4

– structure (4) shown in about
the same orientation as (B)], where two occluded Ca2þ ions (green)
are coordinated by the carboxylate residues in their charged form.
(D) Reactivation of ATPase activity by high Ca2þ concentrations.
The E2-AlF4

– complex formed in the presence of EGTA was reactivated by
raising the free Ca2þ concentration to 0.5 to 15 mM. Reactivation rate
constants were calculated by logarithmic analysis from the evolution of
activity as a function of time on small aliquots drawn from the sample.
About 80% of the original activity was recovered from all samples. (E)
Effect of luminal exposure for reactivation of Ca2þ-ATPase. At time zero,

preformed E2-AlF4
– complex of SERCA in sarcoplasmic reticulum vesicles

was exposed to 2 mM free Ca2þ, with (squares) or without (diamonds)
ionophore A23187 (at an ionophore/protein weight ratio of 1%). Activity
was measured at timed intervals on small aliquots of the sample. Triangles
show the response of purified (permeable) Ca2þ-ATPase vesicles. For
further details, see (12).
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and the native E2-P ground state of SERCA

have been found to display a hydrophobic

environment at the phosphorylation site, in

contrast to the E2-AlF
4

–
complex, and to be

far more sensitive to Ca2þ-mediated reac-

tivation (13). This result indicates that the

phosphorylation site is not properly assem-

bled for hydrolysis as long as the ion con-

ducting pathway is exposed to the lumen.

Dephosphorylation and release of the

inorganic phosphate leaving group results in

the formation of the E2 state and revokes the

affinity to cytoplasmic calcium (7). In the

E2-AlF
4

–
structure, a cluster of five small

helices, three of which are contributed by the

P domain and two by the M2-A linker and

the A-M3 linker, has formed (Fig. 2B). The

cluster features an integral Kþ site that has

been shown to be responsible (9) for the

stimulatory effect of monovalent cations on

the dephosphorylation of SERCA (25). The

Kþ site is formed by residues of two of the

small C-terminal helices of the P domain, P5

and P6, and in the E2-AlF
4

–
structure it is

also coordinated by the side chain oxygen of

Gln244 of the A-M3 linker. The helix cluster

and the TGES motif anchor the A domain and

M1-M3 to the P domain. During phospho-

rylation, the orientations of the P-domain P5

and P6 helices of the cluster are observed to

switch because of interactions of Asn706 and

Asp707 with the phosphorylation site that do

not occur in the dephosphorylated forms;

thereby these helices can be visualized to act

as a sensor of phosphate release (Fig. 2B) ex-

erting a push on the helices of the M2-A and

A-M3 linkers. Also, the TGES motif of the A

domain moves away from the phosphorylation

site as observed in the E2-thapsigargin struc-

ture (Fig. 2B). As a result of these disloca-

tions the N domain can return toward the P

domain by an È25- rotation (fig. S2). We

infer that the conformational changes unlock

the A domain and M1 through M3 on the

cytoplasmic side, which may be sufficient to

explain why the binding of cytoplasmic Ca2þ

is now strongly enhanced, whereas access

from the luminal side remains closed.

On the basis of the crystal structures and

the functional data, we can extract a simple

rationale for the operation of the SERCA

pump in terms of two entrances (a cyto-

plasmic and a luminal one) controlling the

active cation transport processes (Fig. 4B

and movie S1): Phosphoryl transfer from

ATP locks the cytoplasmic door on Ca2þ,

whereas the subsequent release of the ADP

leaving group opens the luminal door for

Ca2þ/Hþ exchange. Hydrolysis of the phos-

phoenzyme locks the luminal door on Hþ,

and subsequent release of the inorganic

phosphate leaving group opens the cyto-

plasmic door for Hþ/Ca2þ exchange. The

present known Ca2þ ATPase structures result

in a model to explain the coupling rules

earlier proposed by Jencks (26). In this

model, the strict conformational require-

ments of the associative reaction mecha-

nisms of phosphoryl transfer and hydrolysis

at the phosphorylation site provide the basis

for coupling, a principle that should be

generally applicable to P-type ATPases.

Note added in proof: During the final

stages of preparation of this paper for pub-

lication, Toyoshima and colleagues published

online the structure of an E2-MgF
4

2– form,

representative of the E2-P
i

product complex

of Ca2þ-ATPase (8). Overall their structure

compares well with ours, but it must be em-

phasized that our study deals with a transi-

tion state analog of E2-P. As an important

point, Toyoshima et al., as well as Lancaster

in an accompanying perspective article (28),

consider the E2-MgF
4

2– form to reveal the

luminal gating mechanism of the E2-P ground

state. Furthermore, it is suggested that the

closure of the luminal gate is triggered by

phosphate release, rather than an earlier step.

These interpretations are different from ours.
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Mouse Brain Organization Revealed
Through Direct Genome-Scale

TF Expression Analysis
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Haesun A. Kim,2,3` Michael E. Greenberg,1,8 Andrew P. McMahon,5

David H. Rowitch,4,7 Charles D. Stiles,2,3
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In the developing brain, transcription factors (TFs) direct the formation of a
diverse array of neurons and glia. We identifed 1445 putative TFs in the
mouse genome. We used in situ hybridization to map the expression of over
1000 of these TFs and TF-coregulator genes in the brains of developing mice.
We found that 349 of these genes showed restricted expression patterns that
were adequate to describe the anatomical organization of the brain. We
provide a comprehensive inventory of murine TFs and their expression
patterns in a searchable brain atlas database.

The mammalian nervous system contains

thousands of distinct neuronal and glial cell

types that are distinguished on the basis of

morphology, projection, and marker gene ex-

pression (1). Transcription factors (TFs) play a

pivotal role in brain development by directing

the formation of neurons and glia from uncom-

mitted progenitor cells (2). To determine the

extent to which TFs describe the diversity of

the mammalian central nervous system (CNS),

we visualized the spatial and temporal expres-

sions of TF-encoding genes on a genome-wide

scale in the developing mouse CNS.

To identify unique genomic loci that encode

putative TFs in the mouse genome, we ana-

lyzed and annotated existing public and private

databases (3–6). Candidates were classified as

TFs only if their predicted protein sequence

included a Protein Families Database (Pfam)–

defined TF-DNA binding domain (3). We iden-

tified 1445 unique transcriptional units in the

mouse genome with putative TF-DNA bind-

ing domains. The nonoverlapping genes for

each DNA binding family (7, 8) are summa-

rized in Table 1 and tables S1 and S2. Recent

protein prediction databases have estimated that

there are over 2300 different TF proteins in the

mouse genome (6, 9). This higher number is

primarily due to the separate counting of each

possible protein variant as a unique transcrip-

tional unit, as well as the duplicate counting of

genes with multiple DNA binding domains.

The largest single class of TF proteins (È678

members, not including nuclear hormone re-

ceptors) was the zinc-finger family. Homeo-

box TFs had 227 members, and there were 50

nuclear hormone receptors and 116 basic helix-

loop-helix (bHLH) TFs (Table 1 and table S1).

The human genome encodes 20,000 to 25,000

genes (10). If a similar number of genes are

encoded in the mouse genome, then TF genes

make up more than 7% of the total.

We designed gene-specific polymerase

chain reaction (PCR) primer pairs to produce

in situ hybridization probes for 1174 TF-

encoding genes. This probe set covers 91% of

genes that belong to 32 out of the 33 major TF

families (table S1). For the remaining (also

the largest) gene family, which encodes zinc-

finger proteins (divided into 12 subgroups),

71% of the genes were covered by the probe

set (table S1). These primers were used to

perform PCR on cDNA templates prepared

from embryonic day 13.5 (E13.5) and newborn

Epostnatal day zero (P0)^ mouse brains. A small

number of additional probes were acquired

from embryonic mouse kidney or testis cDNA.

Among the 1174 TF-encoding genes screened,

972 (83%) showed positive PCR products. We

monitored the recovery of nuclear hormone

receptors as a metric for sensitivity. We cloned

46 of the 50 nuclear hormone receptors that are

encoded in the mouse genome. Only one nu-

clear hormone receptor known to be expressed

in the brain, the androgen receptor (11), was

missed by our procedure. In total, 983 TF-

encoding genes were subsequently cloned or

acquired (Table 1 and table S1). We also cloned

104 transcription cofactor genes (Table 1 and

table S1), yielding a total number of 1087

genes, which are collectively referred to as TF-

encoding genes. These cloned in situ plasmids
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have been deposited at the American Type Cul-

ture Collection (ATCC) for open distribution.

We synthesized digoxigenin-labeled probes

for the TF-encoding genes. To visualize TF ex-

pression at an early developmental stage, we

analyzed the expression of 1013 TF-encoding

genes using whole-mount in situ hybridization

on E10.5 mouse embryos. Of these 1013, at

least 142 were clearly expressed in a spatially

restricted manner (table S6 and fig. S7). We

also performed in situ hybridization for 1034

TF genes on transverse sections through the

E13.5 and P0 head and trunk, as well as on

sections through the postnatal cerebellum at P7,

P15, and P21. Of 1034 genes examined in the

E13.5 and/or P0 nervous system, 349 showed

spatially restricted expression patterns (table

S3). For TFs that belong to non–zinc-finger

families, È38% of them showed restricted ex-

pression patterns in the CNS. However, only

È10% of zinc-finger genes showed restricted

patterns. Collectively, È27% of all the TFs ex-

hibited spatially restricted patterns (table S3).

We divided the CNS into seven general

areas for annotation: the cortex, striatum (and

other basal ganglia), thalamus, hypothalamus,

midbrain, hindbrain, and spinal cord. Very

few of the 349 TFs with spatially restricted

expression patterns were expressed in only

one region of the brain (table S4). Nearly all

TF-encoding genes expressed in the neonatal

brain were also detected in postmitotic

neurons at E13.5. Digital images of the entire

in situ hybridization set have been deposited

in the Mahoney Transcription Factor Atlas

(12), as well as in the Jackson Laboratory_s
Gene Expression Database (13).

The in situ hybridization data show that

postmitotic anatomical diversity within the

CNS can be described by TF expression. For

example, the neocortex is a highly laminated

and regionally organized anatomical struc-

ture (14). We found that several dozen TF-

encoding genes occupy different dorsoventral

positions or different laminae of the neocortex

(Fig. 1). In the striatum, a major basal ganglia

component crucial for movement control is

organized in a somatotopic fashion (15). This

somatotopic organization is echoed by the

gradient expression of many TF-encoding

genes in this area (fig. S1). The thalamus and

hypothalamus are organized into discrete ana-

tomical and functional nuclei that are marked

by the overlapping expression pattern of spe-

cific TFs within these regions (figs. S2 and

S3). In the retina, a large number of TF genes

are expressed with distinct density within the

retinal ganglion and amacrine cell layers (figs.

S4 and S5), which may correlate with the

morphological diversity of these cell types (1).

In the postnatal cerebellum, laminar-specific

TF expression marks the immature and mature

granule cells and Purkinje cells (fig. S6).

The genome-scale whole-mount and sec-

tion in situ hybridizations also identified over

100 TF genes expressed in spatially restricted

patterns within non-neuronal tissues such as

the nose, oral cavity, teeth, salivary gland,

inner ear bone, mandibular bone, eye muscle,

facial muscle, skin, and others (fig. S8 and

table S4). Although not the explicit focus of

this study, the open-source TF data set gener-

ated in this work provides detailed information,

enabling comprehensive study of developing

cranial facial tissues. The in situ plasmid set

provided here can be used to define TF expres-

sion patterns in other tissues and at other de-

velopmental times in neural tissues.

Our atlas of TF expression provides a

visual filter for functional analysis of the TF

gene set in brain development. Over 7% of the

murine genome may encode TFs. However,

our studies suggest that at a given developmen-

tal stage, fewer than 27% of these TF-encoding

genes are expressed in spatially restricted pat-

terns consistent with a direct role in the for-

mation of specific neural types. The regulatory

elements for these spatially restricted TFs might

be useful reagents for driving the expression of

reporter genes that will mark specific neural cell

types, as described recently by Gong et al. (16).

The TF expression profile in postmitotic neu-

rons will be useful to study the expression of

neural-specific genes encoding ion channels,

neurotransmitter receptors, and synaptic pro-

teins, whose molecular control remains largely

unknown. On a clinical front, TF mutations

Fig. 1. Diversity of transcription factor expression in the P0 mouse cerebral cortex. Nonradioactive
in situ hybridization patterns for 20 representative TFs or TF cofactors on sections through the
forebrain of P0 mice are shown. Labels at the bottoms of individual panels indicate Locuslink gene
names. (A) Over a dozen TF-encoding genes occupy different dorsoventral positions of the
hippocampus (top row) and neocortex (middle and bottom rows). (B) A dozen genes show laminar
specific expression in the neocortex. HC, hippocampus; BG, basal ganglia; SC, superior colliculus;
TH, thalamus; HY, hypothalamus; DG, hippocampal dentate gyrus; CA1 to 3, hippocampal CA1,
CA2, and CA3 regions. Scale bar in (A), 1 mm; all images in this section show the same
magnification. Scale bar in (B), 0.2 mm; all images in this section show the same magnification.
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have already been shown to underlie certain

disorders in speech (17), appetite control (18),

breathing patterns (19), and autism (20) in hu-

mans. The TF atlas presented here may have

practical overtones for understanding addi-

tional neurological or behavioral disorders in

children and adults.
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Activity-Dependent Internalization
of Smoothened Mediated by

b-Arrestin 2 and GRK2
Wei Chen,1* Xiu-Rong Ren,2 Christopher D. Nelson,2

Larry S. Barak,3 James K. Chen,4. Philip A. Beachy,4

Frederic de Sauvage,5 Robert J. Lefkowitz2*

Binding of Sonic Hedgehog (Shh) to Patched (Ptc) relieves the latter’s tonic
inhibition of Smoothened (Smo), a receptor that spans the cell membrane
seven times. This initiates signaling which, by unknown mechanisms,
regulates vertebrate developmental processes. We find that two molecules
interact with mammalian Smo in an activation-dependent manner: G protein–
coupled receptor kinase 2 (GRK2) leads to phosphorylation of Smo, and bbb-
arrestin 2 fused to green fluorescent protein interacts with Smo. These two
processes promote endocytosis of Smo in clathrin-coated pits. Ptc inhibits
association of bbb-arrestin 2 with Smo, and this inhibition is relieved in cells
treated with Shh. A Smo agonist stimulated and a Smo antagonist (cyclopamine)
inhibited both phosphorylation of Smo by GRK2 and interaction of bbb-arrestin 2
with Smo. bbb-Arrestin 2 and GRK2 are thus potential mediators of signaling by
activated Smo.

Hedgehog (Hh) signaling is mediated by

regulation of a protein called Smoothened

(Smo) that spans the cell membrane seven

times (7MS), activation of which sets in

motion transcriptional events that control

growth and patterning in vertebrate develop-

ment (1, 2). Dysregulated Smo activity also

leads to several forms of cancer (3–7). Hh

binds to a receptor that spans the cell mem-

brane 12 times, Patched (Ptc), and relieves

inhibitory control of Smo by Ptc. However,

almost nothing is known of the mechanisms

operating just downstream of Smo to medi-

ate and modulate its actions. b-Arrestins are

cytosolic proteins that bind to most acti-

vated 7MS receptors after the receptors

have been phosphorylated by GRKs, which

promotes internalization of the receptors

and some forms of signaling (8, 9). Elements

that regulate receptor functions often show

Table 1. Nonredundant numbers of putative TFs in the mouse genome. Columns describe the total
number of unique genomic loci encoding predicted DNA binding TFs by domain and the numbers and
relative percentages analyzed. The second to last column describes the number of family members
available as Genetrap cell lines in the Baygenomics and/or German Gene Trap Consortium libraries. The
last column describes the percentage of family members with available enhancer trap cell lines. Genes
that encode multiple DNA binding domains are listed and counted in one family for clarity. Nuclear
hormone receptors are not included in zinc-finger genes. Transcription cofactors and these non-TF genes
we analyzed are also included. Asterisks indicate the cofactor and non-TF gene numbers we analyzed
rather than the total number in the genome. HMG, high-mobility group; bZIP, basic helix-loop-helix and
leucine zipper proteins; non-TFs, genes that do not encode TFs; nuclear rec, nuclear hormone receptors;
ZF, zinc finger; ETS, erythroblast transformation–specific; PHD, plant homeodomain; btb/poz, broad-
complex, tramtrack, and bric-a-brac/poxvirus and zinc-finger proteins.

Domain No. of genes No. cloned % cloned Genetrap available % trapped

Homeobox 227 170 74.9 12 5.3
bHLH 116 100 86.2 22 19.0
HMG 58 41 70.7 14 24.1
bZIP 57 41 71.9 16 28.1
Nuclear Rec 50 46 92.0 10 20.0
Forkhead 40 29 72.5 12 30.0
ETS 28 26 92.9 8 28.6
ZF C2H2 490 287 58.6 171 34.9
ZF PHD 60 44 73.3 42 70.0
ZF C2CH 39 18 46.2 11 28.2
ZF btb/poz 28 18 64.3 8 28.6
Other 252 163 64.7 124 49.2
TF Total 1445 983 68.0 450 31.1
Cofactors* 133 104 78.2 48 36.1
Non-TFs* 336 261 77.7 95 28.6
Total genes 1914 1348 70.4 493 25.8
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activity-dependent interaction with the re-

ceptor. Thus, we tested the hypothesis that b-

arrestins and GRKs might interact with and

regulate Smo.

b-Arrestin 2 tagged with green fluores-

cent protein (barr2-GFP), when expressed

alone, was diffusely distributed throughout

the cytoplasm of human embryonic kidney

293 (HEK293) cells (Fig. 1A). Expression of

barr2-GFP together with a fusion protein of

Smo with a portion of Myc (Myc-Smo), which

is constitutively active when overexpressed

in mammalian cells (10, 11), led to redis-

tribution of barr2-GFP from the cytosol to

the plasma membrane, where it was found

in a punctate pattern (Fig. 1B). Under these

conditions, 32 T 6% of cells expressing

barr2-GFP demonstrated such translocation

(Fig. 1C). This pattern is similar to that

observed after recruitment of barr2-GFP to

other activated 7MS receptors (12, 13). Fur-

thermore, in such cells, more Smo was de-

tected in the cytosol (fig. S1, B to D) than

was seen when Smo was expressed alone

(fig. S1A). b-Arrestin1-GFP, when expressed

alone, was also evenly distributed in the

cytosol (fig. S2A); however, no recruitment

to Smo was observed (fig. S2B).

We tested whether Ptc, an inhibitor of

Smo (14), might itself bind b-arrestin–GFP.

Ptc covalently tagged with a FLAG epitope,

when expressed alone, was distributed pri-

marily at the plasma membrane (fig. S1E).

Localization of b-arrestin1–GFP (15) or barr2-

GFP (Fig. 2A) was not altered in cells also

expressing Ptc, and expression of barr2-GFP

did not alter the distribution of Ptc (fig. S1, F

to H). However, expression of Ptc together

with Myc-tagged Smo and barr2-GFP mark-

edly inhibited localization of barr2-GFP at the

plasma membrane (Fig. 1B vs. Fig. 2B).

Under these conditions, only 4 T 2% of cells

expressing barr2-GFP demonstrated translo-

cation (Fig. 1C). These data suggest that

barr2-GFP binds to the active form of Smo.

Secreted Sonic hedgehog ligand (Shh) binds

to Ptc and blocks its inhibitory effect on

Smo activity (10, 16). Thus, Shh treatment

might be expected to restore association of

barr2-GFP with Smo in cells expressing Ptc,

Smo, and barr2-GFP. Therefore, we mixed

cells expressing the secreted active form of

Shh (ShhN) with cells expressing Ptc, Smo,

and barr2-GFP and cultured them for 12

hours. Of the barr2-GFP–expressing cells,

22 T 2% showed translocation of barr2

under these conditions, compared with only

4 T 2% when the added cells had been trans-

fected with empty vector rather than ShhN

(Fig. 1C).

To further explore whether barr2-GFP

binds to the active form of Smo, we used

cyclopamine, a compound that acts as a direct

antagonist of Smo (10). Recruitment of barr2-

GFP to the plasma membrane was abolished

when cells were treated with 8 mM cyclo-
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Fig. 1. Localization of barr2-GFP to the plasma
membrane in cells overexpressing Smo. Con-
focal images of barr2-GFP expressed alone (A)
or with Myc-Smo (B) in HEK293 cells. (C) Ef-
fects of Ptc, ShhN, and GRK2 on recruitment of
barr2-GFP to the plasma membrane. barr2-GFP
was expressed with Myc-Smo (bar 1), Myc-Smo
and FLAG-Ptc (bar 2), Myc-Smo and FLAG-Ptc
(cocultured with HEK293 expressing ShhN, an
active form of Shh) (bar 3), or Myc-Smo and
GRK2 (bar 4) in HEK293 cells. Data are presented
as the percentage of barr2-GFP–expressing cells
with recruitment of barr2-GFP and are the
means T SEM of three independent exper-
iments. *P G 0.05 (compared with bar 1) and
**P G 0.005 (compared with bar 2) (unpaired
t test). Scale bar, 10 mm.
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Fig. 2. Ptc and cyclopamine inhibit membrane recruitment of barr2-GFP, and SAG relieves Ptc
inhibition of recruitment of barr2-GFP to the plasma membrane. Confocal images of barr2-GFP
expressed with FLAG-Ptc (A), FLAG-Ptc and Myc-Smo (B), and Myc-Smo (C and D) in HEK293 cells.
Cells were left untreated (A to C) or treated with 8 mM cyclopamine (D) at 37-C for 5 min.
Recruitment of barr2-GFP to Smo was ablated by treatment with cyclopamine (C versus D), but
not with dimethylsulfoxide (DMSO), a vehicle for cyclopamine. (E) Effect of cyclopamine on
interaction of barr2-GFP with Smo. HEK293 cells stably expressing Myc-Smo and barr2-GFP were
left untreated (lane 1) or treated with cyclopamine (6 mM, lane 2) at 37-C for 1 hour. Cell extracts
were immunoprecipitated with anti-Myc affinity gel. Immunoprecipitates were immunoblotted
with antibodies against barr2 (A2CT) (top) or antibodies against Myc (middle). Whole-cell lysates
were immunoblotted with A2CT antibodies (bottom). (F and G) Confocal images of cells
stimulated with 0.3 mM SAG at 37-C for 0 min (F) and 30 min (G). HEK293 cells were transfected
with barr2-GFP, FLAG-Ptc, Myc-Smo, and GRK2. Scale bar, 10 mm. Representative images or a blot
of three independent experiments are shown.
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pamine for 5 min at 37-C (Fig. 2, C and

D). Further evidence for interaction of barr2

and Smo within a protein complex and

for the inhibitory effect of cyclopamine on

such an interaction was obtained from cel-

lular coimmunoprecipitation studies in which

cyclopamine virtually eliminated the con-

stitutive association of these two proteins

(Fig. 2E).

In Drosophila, stimulation by Shh leads

to activation and phosphorylation of Smo

(17). However, the kinase responsible for Smo

phosphorylation has not been identified. Be-

cause the interaction of b-arrestin with 7MS

receptors is generally initiated by GRK-

mediated phosphorylation of the receptor (8, 9),

we tested whether Smo phosphorylation might

be mediated by GRK2, a ubiquitously expressed

member of this kinase family. Expression

of Myc-Smo in E32P^orthophosphate-labeled

HEK293 cells revealed phosphorylation of

Smo by endogenous kinases (Fig. 3). Trans-

fection of the cells with small interfering

RNA (siRNA) directed against GRK2, which

decreased GRK2 expression by È95% (Fig. 3),

led to a decrease in Smo phosphorylation

relative to that in cells treated with control

siRNA (Fig. 3; fig. S3). These data suggest

that GRK2 contributes to phosphorylation of

Smo in vivo.

Because GRK2 influences phosphoryl-

ation of Smo, we tested its effect on the

recruitment of barr2-GFP to Smo. In the ab-

sence of coexpressed GRK2, 32 T 6% of cells

expressing barr2-GFP demonstrated barr2-

GFP translocation to the plasma membrane

(Fig. 1C). Expression of GRK2 with Smo

increased the percentage of cells with recruit-

ment of barr2-GFP to the plasma membrane

to 78 T 4% (Fig. 1C). Amounts of Smo ex-

pressed were similar in the presence or the

absence of overexpressed GRK2 (15). GRK2

alone had no effect on barr2-GFP trans-

location in the absence of overexpressed

Smo (15).

An agonist for Smo, benzoEb^thiophene-2-

carboxamide, 3-chloro-N-E4- (methylamino)cyclo-

hexyl^-N-AE3-(4-pyridinyl)phenyl̂ methylZ-(9CI)

(SAG), has been identified that relieves the

inhibitory effect of Ptc on Smo (18). In-

cubation of cells with SAG (0.03 nM to 3 mM)

at 37-C for 1 hour did not further enhance

recruitment of barr2-GFP to the plasma mem-

brane in HEK293 cells expressing Smo and

barr2-GFP, probably because overexpressed

Smo is already constitutively active (11, 15).

However, exposure of cells to SAG (0.3 mM)

at 37-C for 30 min or 1 hour did relieve Ptc

inhibition of translocation of barr2-GFP to

the plasma membrane by Ptc in HEK293

cells expressing Ptc, Smo, GRK2, and barr2-

GFP (Fig. 2, F and G; fig. S4). The increased

recruitment of barr2-GFP to the plasma mem-

brane was dependent on the concentration

of SAG used, with 50% maximal effect at

È30 nM (fig. S5).

These experiments indicate that recruit-

ment of barr2-GFP to Smo faithfully moni-

tors the activation state of Smo. Because

endogenous GRK2 appears to phosphorylate

Smo (Fig. 3; fig. S3), we next tested whether

Smo phosphorylation in the presence of en-

dogenous or transfected GRK2 also reflects

the activation state of Smo. Expression of

GRK2 with Smo led to more phosphoryl-

ation of Smo (Fig. 4). In the absence of

GRK2 coexpression, stimulation of cells with

SAG for 15 min resulted in no change of Smo

phosphorylation; however, in the presence of

GRK2 expression, SAG stimulation led to a

1.3-fold increase of Smo phosphorylation

(Fig. 4). Exposure of cells to the antagonist

cyclopamine for 15 min led to a 30% decrease

of Smo phosphorylation in the absence of

coexpressed GRK2 and a 55% decrease in the

presence of coexpressed GRK2 (Fig. 4). Ex-

pression of Ptc with Smo in the presence or

absence of coexpressed GRK2 resulted in a

35 or 30% decrease in Smo phosphorylation,

respectively (Fig. 4). These data indicate that

phosphorylation of Smo also reflects its ac-

tivation state.

SAG 1.1 (19) and cyclopamine regulated

Smo trafficking as well (fig. S6). When a

fusion of Smo with yellow fluorescent pro-

tein (Smo-YFP) was expressed in HEK293

cells, it was expressed at the plasma mem-

brane and in the cytosol, possibly because of

the presence of partially processed or consti-

tutively internalized Smo (fig. S6A). Treat-

ment of cells with SAG 1.1 for 1 hour led to

internalization of Smo-YFP (fig. S6B). The

internalized Smo-YFP was recycled back to

the plasma membrane after treatment of the

cells with cyclopamine for 4 hours (fig. S6C).

SAG 1.1 did not affect the rate of internal-

ization of the transferrin receptor (15).

b-Arrestins target 7MS receptors such

as b
2
-adrenergic receptor (b

2
AR) to clathrin-

coated pits to mediate their internalization

(8). To test whether Smo undergoes similar

regulation, we expressed both Smo-YFP and

b
2
AR-RFP (red fluorescent protein) in the

same HEK293 cells and stimulated them for

1 hour with SAG 1.1 and isoproterenol. Both

receptors were internalized and colocalized

(fig. S7). Expression of a dominant-negative

mutant of dynamin (in which Lys44 was re-

placed by Ala) also blocked internalization of

32P-Smo

Smo

GRK2

Ctl siRNA

Lysate

IP: Myc
WB: Myc

IP: Myc

Vector
Myc-Smo

_ _
_

+
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AutoradiographyAutoradiography
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+
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1 2 3

Fig. 3. Phosphorylation of Smo mediated by
GRK2. Decreased phosphorylation of Smo in cells
lacking GRK2. HEK293 cells were transfected
with control siRNA and DNA empty vector
(lane 1), or Myc-Smo (lanes 2 and 3) along
with control siRNA (lane 2) or siRNA directed
against GRK2 (lane 3). Cells were incubated
with [32P]orthophosphate at 37-C for 1 hour.
Proteins from cell extracts were either immu-
noblotted with antibodies against GRK2 (top) or
immunoprecipitated with anti-Myc affinity gel.
Immunoprecipitates were either immunoblotted
with antibodies to Myc (middle) or processed for
autoradiography (bottom). A representative blot
of three independent experiments is shown.

Fig. 4. Effects of GRK2,
Ptc, SAG, and cyclopamine
on Smo phosphorylation.
HEK293 cells were trans-
fected with vector (bar 1),
or Myc-Smo (bars 2 to 9),
and FLAG-Ptc or GRK2 (bars
5 to 9) as indicated. Cells
were labeled with [32P]or-
thophosphate at 37-C for
1 hour and then left un-
treated or treated with
0.3 mM SAG (bars 3 and
7) or 2 mM cylopamine as
indicated at 37-C for 15
min. Proteins from cell ex-
tracts were immunopre-
cipitated with anti-Myc
affinity gel. Immunoprecip-
itated Smo was processed
for autoradiography. Data
are presented as fold changes
of Smo phosphorylation
over that in cells transfected with control vector. *P G 0.005 (compared with bar 1); **P G 0.02
and ***P G 0.0001 (compared with bar 2); ****P G 0.005 (compared with bar 6) (unpaired t test).
The results shown are the means T SEM of three independent experiments.
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Smo-YFP stimulated by SAG 1.1 (fig. S8).

Moreover, in cells coexpressing Myc-Smo and

barr2-GFP, endogenous clathrin and barr2-

GFP colocalized in a punctate pattern at the

plasma membrane (Fig. 5, A to C). These

data indicate that expression of barr2 causes

association of Smo with clathrin-coated pits

for internalization.

We used siRNA directed against barr2 or

GRK2 to reduce the amounts of endogenous

barr2 or GRK2 expressed in HEK293 cells

Eto È10% of that in control cells (fig. S9, A

and B)^. Smo-YFP expressed in cells treated

with control siRNA was distributed at the

plasma membrane and in the cytosol (Fig.

5D). Stimulation of cells with SAG 1.1 for

30 min resulted in internalization of Smo-

YFP (Fig. 5, D and E). However, SAG 1.1-

induced internalization of Smo-YFP was

abolished in cells transfected with siRNA

directed against barr2 or GRK2 (Fig. 5, F

to I). The percentage of cells showing SAG

1.1-induced internalization of Smo was in-

creased in cells overexpressing barr2 or GRK2

(fig. S10).

Here, we have demonstrated that barr2

and GRK2 mediate clathrin-dependent inter-

nalization of Smo. However, it is possible

that they may also modulate or mediate as-

pects of Smo signaling as is the case for

other 7MS receptors (8, 20, 21). Indeed, b-

arrestin 2 knockdown in zebrafish embryos

by morpholino antisense leads to a lethal de-

velopmental phenotype (22) that is remarkably

similar to that seen after genetic knockouts

of either Smo or Gli2 (23–25).

Although Smo is reported to activate Ga
i

directly or indirectly in frog melanophores

(26), no genetic evidence to support coupling

of Smo to G proteins has been reported. Sev-

eral cytosolic components downstream of

Smo such as Costal2 (Cos2), Fused (Fu),

Suppressor of Fused, and Cubitus interruptus

(Ci) have been identified in Drosophila, and

the protein complex containing Cos2, Fu,

and Ci has been recently reported to associ-

ate with Smo via Cos2 (27–30). However,

barr2 and GRK2 interact with mammalian

Smo in an activation-dependent manner and,

thus, may provide a platform for develop-

ment of screening assays to discover ligands

that directly regulate the activity of this im-

portant oncogenic receptor that might be use-

ful as therapeutic agents.
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Fig. 5. Internalization of Smo-
YFP via clathrin-coated pits.
(A to C) barr2 targets Smo to
clathrin-coated pits. Confocal
images of barr2-GFP (A) and
endogenous clathrin (B) in the
same HEK293 cell overex-
pressing Myc-Smo and barr2-
GFP. Arrows point to where
both barr2 and clathrin were
localized (C). (D to I) HEK293
cells were transfected with
control siRNA (D and E), siRNA
directed against barr2 (F and
G), and siRNA directed against
GRK2 (H and I) and subse-
quently transfected with Smo-
YFP, which was detected by
confocal microscopy (D to I).
Cells were treated with 0.3 mM
SAG 1.1 for 0 min (D, F, H) and
30 min (E, G, I) at 37-C. Scale
bar, 10 mm. Representative im-
ages of three independent ex-
periments are shown.
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Epithelial-to-Mesenchymal
Transition Generates Proliferative

Human Islet Precursor Cells
Marvin C. Gershengorn,* Anandwardhan A. Hardikar, Chiju Wei,
Elizabeth Geras-Raaka, Bernice Marcus-Samuels, Bruce M. Raaka

Insulin-expressing beta cells, found in pancreatic islets, are capable of gen-
erating more beta cells even in the adult. We show that fibroblast-like
cells derived from adult human islets donated postmortem proliferate readily
in vitro. These mesenchymal-type cells, which exhibit no hormone expression,
can then be induced to differentiate into hormone-expressing islet-like cell
aggregates, which reestablishes the epithelial character typical of islet cells.
Immunohistochemistry, in situ hybridization, and messenger RNA measure-
ments in single cells and cell populations establish the transition of epithelial
cells within islets to mesenchymal cells in culture and then to insulin-
expressing epithelial cells.

A goal of diabetes research is to generate

large numbers of cells from islets of Langer-

hans (beta cells) for replacement therapy

(1–3). Although beta cells proliferate in vivo

(4) and in vitro (5), well-differentiated cells

do not proliferate rapidly (6). It is likely that

expansion of mature islet cells would not

yield adequate cell numbers. Stem cells with

potential for extensive proliferation and dif-

ferentiation have been postulated but have not

been identified definitively within the adult

pancreas (7–13). Epithelial cells within the

adult pancreas, however, could be isolated in

vitro as undifferentiated cells and could be

induced to expand and redifferentiate, thereby

serving as islet precursors. Indeed, epithelial-

to-mesenchymal transition (EMT) has been

documented in vitro and in vivo during de-

velopment and carcinogenesis (6, 14–16).

We show that cells from adult human islets

undergo reversible EMT to produce prolif-

erating precursors of islet-like cell aggre-

gates (ICAs). The unexpected plasticity of

human islet-derived precursor cells (hIPCs)

may be exploited to generate cells for replace-

ment therapy.

We demonstrated previously (17) that

clonal human pancreatic cancer (PANC-1)

cells and hIPCs can transition into hormone-

expressing ICAs. PANC-1 cells transitioned

from epithelial cells that proliferate in

adherent monolayers into spherical ICAs

after a change from serum-containing medi-

um (SCM) to serum-free medium (SFM). In

SCM, PANC-1 cells exhibit a Bductal[
phenotype, expressing cytokeratins-7 and

-19 (Ck-7/19) but no insulin or glucagon,

whereas ICAs exhibit an endocrine pheno-

type with cells expressing insulin or gluca-

gon. PANC-1 ICAs could be maintained in

SFM for several weeks, and the phenotype

could be reversed by reexposure to SCM

(fig. S1A) (18). ICAs deaggregated rapidly

with cells flattening and migrating out within

18 hours (movie S1) to recreate a population

indistinguishable from parental cells by 48

hours (fig. S1A). After 12 hours in SCM,

most cells that had migrated expressed

Ck-7/19 and about 10% of these cells co-

expressed insulin, which suggests that endo-

crine cells were transitioning to the ductal

phenotype (movie S2). PDX1, a factor

involved in insulin gene transcription (19),

was observed primarily within ICAs.

During ICA formation in SFM, Ck-19

mRNA decreased by a factor of È10,

whereas proinsulin mRNA increased by a

factor of at least 1000 from an initially

undetectable level (Fig. 1A). Low levels of

proglucagon transcript were detected in

ductal cells and increased about 100-fold

during transition. When 30-day ICAs were

exposed to SFM supplemented with fetal

bovine serum or epidermal growth factor

(EGF) (Fig. 1A), deaggregation was asso-

ciated with decreases in proinsulin and

increases in Ck-19 transcript levels. When

these cells were reexposed to SFM without

EGF, proinsulin mRNA was up-regulated

and Ck-19 mRNA was down-regulated.

Furthermore, when PANC-1 ICAs were

returned to SCM, some cells that migrated

were positive for proinsulin mRNA and

Ck-7/19 peptides (Fig. 1B), which indicated

that the transition from ductal to endocrine

phenotype was reversible. Transcript levels

for the intermediate filament protein Ck-19

remained relatively high even when it was

not detectable by immunostaining. This may

be because Ck-19 stains better when in

filamentous form in migratory cells rather

than in nonfilamentous form in ICAs.

Transition from one epithelial phenotype

to another may involve a mesenchymal in-

termediate (16). Vimentin, another inter-

mediate filament protein, is used as a marker

of mesenchymal cells (16). After 3 hours

in SFM, PANC-1 cells migrating into ICAs

(17) expressed vimentin in filaments, where-

as parental PANC-1 cells in SCM did not

(fig. S1B). Thus, PANC-1 cells appear to un-

dergo epithelial-to-mesenchymal-to-epithelial

transitions.

Clinical Endocrinology Branch, National Institute of
Diabetes and Digestive and Kidney Diseases, National
Institutes of Health, Bethesda, MD 20892–8029, USA.

*To whom correspondence should be addressed.
E-mail: marving@intra.niddk.nih.gov

Fig. 1. PANC-1 cells undergo reversible
epithelial-to-mesenchymal-to-epithelial
transition. (A) Transition from ‘‘ductal’’
to endocrine phenotype. Cells were
incubated in SCM and changed to SFM
as described (17) on day 0, to SFM þ
EGF on day 30, and to SFM on day 50.
Proinsulin and Ck-19 mRNAs were mea-
sured by quantitative RT-PCR. (B) Cells
expressing proinsulin mRNA or Ck-7/19
peptide or both (arrowheads) were pre-
sent 18 hours after ICAs were exposed
to SCM. Scale bars, 10 mm.

R E P O R T S

www.sciencemag.org SCIENCE VOL 306 24 DECEMBER 2004 2261



Like PANC-1 cells, hIPCs are prolifera-

tive cells that can be induced by serum

deprivation to differentiate into hormone-

expressing ICAs (see below). Having ob-

served reversible EMT in PANC-1 cells,

we hypothesized that hIPCs derived from

islet epithelial cells by EMT, specifically

from a heterogeneous population of adherent

cells that emerge from islets (fig. S2A).

After 2 days in culture, more than 40% of

cells were positive for C-peptide (peptide

derived from the connecting region), and 3%

were positive for vimentin (Fig. 2A); cells

expressing both proteins were not observed.

By day 7, 28% were positive for vimentin,

C-peptide–positive cells decreased to 36%

and, most important, 3% were positive for

both proteins. The trend of increasing

vimentin and decreasing C-peptide expression

continued through day 14. It is noteworthy

that cells positive for both proteins were not

observed at the later time, which suggests

that double-positive cells may reflect a

transient state as C-peptide–positive cells

transition to vimentin-positive hIPCs. In

general, insulin-positive cells were smaller

than vimentin-positive cells. Size is a char-

acteristic of different phenotypes within a

single hIPC population, because cultures of

Bsmall[ cells contained cells of both sizes

within 3 days (fig. S3, A and B).

In situ hybridization (18) showed that

some adherent cells emerging from islets

were positive for proinsulin mRNA and for

vimentin protein (Fig. 2B), even though

most cells were vimentin-negative (Fig. 2A).

Vimentin staining was filamentous as in mes-

enchymal cells (6) and migratory PANC-1

cells (fig. S1B). Similarly, cells emerging

from islets after 4 days express filamentous

arrays of nestin, smooth muscle actin, and

vimentin (fig. S2B). These data suggest that

hIPCs are derived from insulin-expressing

cells by EMT. To test this hypothesis, we

measured proinsulin transcript in randomly

selected, adherent single cells during the first

17 days of culture (Fig. 2C). During days 2

through 8, when the number of viable cells

remained constant, most cells were positive

Table 1. Expression of representative epithelial and mesenchymal mRNAs in human islets and hIPCs.
Total RNA was prepared from human islets within 3 days of organ donation from a single donor (Single)
or pooled from 3 donors (Pooled) and from hIPCs derived from 3 individual donors (A, B, or C) at
passages 8 (p8), 10 (p10), or 16 (p16). INS, proinsulin; GCG, proglucagon; GCK, glucokinase; PDX1,
insulin promoter factor 1; GLP1R, glucagon-like peptide 1 receptor; CDH1, E-cadherin; CLDN3, claudin 3;
CLDN4, claudin 4; OCLN, occludin; PECAM1, platelet/endothelial cell adhesion molecule (CD31); VIM,
vimentin; NES, nestin; ACTA2, smooth muscle actin alpha 2; ACTG2, smooth muscle actin g 2; ENG,
endoglin (CD105); MMP2, matrix metalloproteinase 2; SNAI1, snail homolog 1; SNAI2, snail homolog 2;
THY1, Thy-1 cell surface antigen; P4HA1, prolyl 4-hydroxylase alpha subunit. ND, not determined.

qRT-PCR cycle threshold

Human islets hIPCs

Single Pooled A, p8 B, p16 C, p10

Epithelial
INS 14 14 27 938 938
GCG 19 20 33 35 938
GCK 23 24 938 938 ND
PDX1 23 24 34 938 ND
GLP1R 24 25 938 938 ND
CDH1 20 21 30 30 30
CLDN3 23 24 31 31 34
CLDN4 18 18 27 28 30
OCLN 20 21 26 26 27
PECAM1 24 24 34 31 35
Mesenchymal
VIM 18 19 14 15 16
NES 26 27 24 24 23
ACTA2 24 25 17 18 16
ACTG2 33 31 23 21 23
ENG 25 25 21 22 22
MMP2 23 22 17 17 17
SNAI1 26 26 24 26 24
SNAI2 25 25 21 22 22
THY1 25 26 18 18 19
P4HA1 22 24 20 20 21

Fig. 2. hIPCs are derived from
insulin-expressing cells by epithelial-
to-mesenchymal transition in vitro.
(A) Cells migrating out from adult
human islets lose expression of C-
peptide and express vimentin pro-
tein in filaments. Islet cultures were
harvested with trypsin at days 2
(D2), 7 (D7), and 14 (D14); cyto-
spun; and immunostained for C-
peptide and vimentin. From 9400
cells, the percentage positive for
C-peptide (green), vimentin (red),
both peptides (yellow), or neither
(gray) is shown below each panel.
Arrowheads identify cells express-
ing C-peptide (green), vimentin (red), or both peptides (yellow). Similar transitions from
mostly negative to mostly vimentin-positive cells were observed in each of six donor islet
cultures. (B) Some cells migrating out from islets at day 3 are positive for proinsulin mRNA
by in situ hybridization and vimentin protein (arrowheads). (C) Single-cell analysis of
proinsulin mRNA. Individual cells were selected from islet cultures as described (18). RNA
was isolated and proinsulin transcript was measured by quantitative RT-PCR. Cell number
increased twofold from day 11 to 14 and by 50% from day 14 to 17. Scale bars, 10 mm.

R E P O R T S

24 DECEMBER 2004 VOL 306 SCIENCE www.sciencemag.org2262



for proinsulin, although transcript levels were

distributed over three orders of magnitude.

This suggests that our culture conditions

select for proinsulin mRNA-positive cells.

From day 11 to 17, the level of proinsulin

transcript declined in individual cells. Most

important, as the cell number doubled from

day 11 to 14 and increased again by one-

half from day 14 to 17, the percentages of

proinsulin-positive cells were 95% (day 14)

and 100% (day 17). If proliferative hIPCs

had arisen from proinsulin transcript-negative

cells, e.g., Bstem cells,[ a doubling of cell

number would have decreased proinsulin

transcript–expressing cells to 50%, and a

further increase in cell number by one-half

would have decreased proinsulin-expressing

cells to 33%. This did not occur. In two other

islet preparations, proinsulin mRNA remained

detectable in 79% and 74% of cells after 14

days in culture. To demonstrate directly that

insulin-expressing cells were proliferating,

we labeled cells after 7 days in culture with

BrdU for 40 hours and co-stained them with

antibodies to BrdU and to C-peptide (fig. S4,

A and B). Of the 38% of the cells in this

experiment that were C-peptide–positive,

more than one-fifth were also positive for

BrdU, which indicated that these cells were

proliferating. Taken together, our findings are

most consistent with the conclusion that

proliferating hIPCs originate by EMT from

cells initially expressing insulin.

After 2 weeks in culture, islets had

flattened to generate a monolayer of cells;

residual Bislets[ were comprised of granular,

dead cells. Harvested and reseeded cells

displayed a nearly homogeneous, fibroblast-

like morphology (fig. S5A). hIPCs at this

stage, about 14 days after islets were placed

into culture, were defined as passage 0. In 3

to 4 days, the culture reached confluence

(fig. S5A). During the transition from cells

within islets to hIPCs, markers for epithelial

cells including E-cadherin, claudins 3 and 4,

occludin, and PECAM1, as well as those

specific for endocrine cells including pro-

insulin, proglucagon, glucokinase, PDX1,

and GLP1R, decreased, whereas markers

of mesenchymal cells including vimentin,

nestin, smooth muscle actins a 2 and g 2,

endoglin, matrix metalloproteinase 2, snail

homologs 1 and 2, Thy-1 cell surface

antigen, and prolyl 4-hydroxylase increased

(Table 1). Cells isolated by Beattie et al. (20)

and Bouckenooghe et al. (21) appear similar

to hIPCs, and they may have arisen by EMT

also. Unlike many other primary cell pop-

ulations derived from human or rodent islets

(10, 20), hIPCs exhibit substantial prolifera-

tive potential for about 90 days (doubling

time of 60 hours) (fig. S5B). Cells isolated

from islets by Habener and colleagues (7, 22)

proliferated well and may be similar to hIPCs.

Cryopreserved cells resumed growth after a

brief lag period at rates similar to those of

cells never frozen. During the initial 3 months

in culture, hIPCs expanded by almost 1012. As

a primary culture, hIPC proliferation slowed

at later passages. hIPCs from three different

islet preparations at passages 4 to 14 exhibited

normal karyotypes. At early passages, hIPC

populations are positive for proinsulin mRNA,

but the level decreased continuously and

became undetectable by passage 10 (fig.

S5B). The gradual loss of proinsulin transcript

may reflect the long half-life of proinsulin

mRNA, estimated to be about 30 hours in

rodents (23). Other endocrine-specific tran-

scripts, including proglucagon, glucagon-like

peptide 1 receptor, and glucokinase, also

decreased and were undetectable by passage

10 (Table 1).

Up to passage 30, hIPCs could differentiate

into ICAs when deprived of serum. Before

differentiation, hIPCs showed immunostaining

for vimentin (94% of cells), nestin (75%), and

smooth muscle actin (98%) in prominent

filaments (fig. S2B) like mesenchymal cells

(6, 16) and were negative for C-peptide. In

contrast, cells within ICAs expressed C-

peptide and glucagon (Fig. 3A). C-peptide

staining was used to exclude detection of

insulin in SFM (24). Immunostaining for C-

peptide and glucagon of 7-day ICAs from

passages 10, 12, or 14 showed that 27 T 4% of

cells stained positively for C-peptide and 17 T
2%, for glucagon (Fig. 3A). The transition of

hIPCs into ICAs increased proinsulin mRNA

at least 1000-fold over initially undetectable

levels and proglucagon mRNA over 100-fold

(Fig. 3B). Transcripts for glucagon-like pep-

tide 1 receptor and glucokinase also increased

more than 10-fold. Thus, endocrine-specific

transcripts increased when mesenchymal

hIPCs transitioned into epithelial ICAs. Ex-

pression of claudin 3 and 4 mRNAs (25)

increased whereas expression of smooth

muscle actin alpha2 and gamma2 mRNAs

(16) decreased in ICAs, further supporting the

epithelial transition.

Proinsulin transcript induction was com-

pared at different passages. At passages 3, 4,

or 6, proinsulin transcript increased about

10-fold over initially detectable levels (Fig.

3C) whereas at passages 10 through 18, it

increased at least 100- to 1000-fold over

initially undetectable levels. At passages

later than 27, smaller increases in proinsulin

transcript were observed. Induction of pro-

insulin transcript by 100-fold or more

occurred consistently in ICAs generated

from mid-passage hIPCs from six separate

donor islets (fig. S6). Although hIPC ICAs

reproducibly exhibited marked induction of

proinsulin mRNA expression, the level

attained was less than 0.02% of that in

human islets. Thus, hIPC ICAs are not

comparable to islets in the levels of insulin

(or glucagon) expression. However, cells

within hIPC ICAs exhibit the following

features of islets: Insulin C-peptide is

detected by immunostaining (Fig. 3A); in

preliminary experiments, ICAs secreted C-

peptide under basal and stimulated conditions

in vitro (26) and human C-peptide was

measured in blood from three of six SCID

mice implanted with ICAs under their kid-

ney capsules, and after 14 days, implants

Fig. 3. Characterization of hIPCs. (A) Immunostaining for
C-peptide and glucagon of 7-day ICAs from passage 10
hIPCs. The table quantifies C-peptide- and glucagon-
positive cells after immunostaining of 7-day ICAs from
three hIPC preparations at the indicated passages. (B)
Proinsulin, proglucagon, glucagon-like peptide-1 receptor (GLP-1R), and glucokinase (GCK) mRNAs
increased, and vimentin mRNA decreased, during induction of ICA formation. (C) Induction of
proinsulin mRNA at different hIPC passages. Scale bar, 20 mm.
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from these three mice immunostained for

human C-peptide. The blood levels of hu-

man C-peptide in the three mice were 0.22,

0.51, and 0.91 ng/ml and similar levels were

found to reverse hyperglycemia in mice trans-

planted with insulin-expressing cells differ-

entiated from human fetal liver progenitor

cells (27).

In most previous attempts to generate

beta cells in culture from adult islets,

maintenance of insulin expression during

culture was attempted (5, 20, 21). The cells

obtained in these experiments did not expand

well nor did they exhibit marked induction

of insulin expression. Another approach was

to select for cells that expressed genes, e.g.,

nestin, that were thought to identify precur-

sor cells (7, 22). Although the origin of these

cells was not considered, they were derived

from adherent islet cells and are likely

similar to hIPCs, because about 75% of

hIPCs are immunopositive for nestin. We

show that hIPCs are Btrue[ endocrine pan-

creas precursor cells that exhibit a mesen-

chymal phenotype before transition into

epithelial clusters containing cells expressing

insulin or glucagon. Indeed, hIPCs are highly

proliferative and can be expanded by a factor

of 91012 and, therefore, could serve as cells

for replacement therapy for diabetes if their

insulin output, in particular that in response

to glucose, could be optimized and they

could be shown to be safe and effective upon

implantation.

The origin of hIPCs is important because

it provides information about the potential

plasticity of insulin-expressing cells, and

perhaps of other epithelial cell types, at least

after culture in vitro. In contrast to the

prevailing view that the source of pancreas-

derived precursor cells is adult stem cells, we

provide strong evidence that hIPCs are de-

rived from insulin-expressing cells by EMT.

This conclusion would be strengthened by

permanently marking insulin-expressing cells

in situ for cell lineage analysis as performed

in mouse models (4, 28), but these ex-

periments are not possible in humans. Our

studies, however, do not negate the possibil-

ity that adult stem cells are present within

islets and contribute to beta cell generation

in vivo.

Last, although our observations regarding

EMT were made with insulin-expressing

cells in vitro, a similar phenomenon may

occur in vivo. Using genetically engineered

mice, Dor et al. recently provided evidence

that new insulin-expressing beta cells are de-

rived from Bpreexisting[ beta cells in vivo (4).

These authors concluded, BAdult pancreatic

b-cells are formed by self-duplication.[ An-

other interpretation of their data, consistent

with our observations, is that new beta cells

are generated from preexisting beta cells by

reversible EMT.
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b-Arrestin 2 Regulates Zebrafish
Development Through the

Hedgehog Signaling Pathway
Alyson M. Wilbanks,1,4 Gregory B. Fralish,1,4 Margaret L. Kirby,3

Larry S. Barak,1,4 Yin-Xiong Li,1,2,3* Marc G. Caron1,2,4*

b-arrestins are multifunctional proteins that act as scaffolds and transducers
of intracellular signals from heptahelical transmembrane-spanning receptors
(7TMR). Hedgehog (Hh) signaling, which uses the putative 7TMR, Smoothened, is
established as a fundamental pathway in development, and unregulated Hh
signaling is associated with certain malignancies. Here, we show that the
functional knockdown of b-arrestin 2 in zebrafish embryos recapitulates the
many phenotypes of Hh pathway mutants. Expression of wild-type b-arrestin 2,
or constitutive activation of the Hh pathway downstream of Smoothened,
rescues the phenotypes caused by b-arrestin 2 deficiency. These results suggest
that a functional interaction between b-arrestin 2 and Smoothened may be
critical to regulate Hh signaling in zebrafish development.

Hedgehog (Hh) molecules are highly con-

served morphogens that play a central role in

cell proliferation and embryonic patterning

(1, 2). In humans, inhibitory mutations of the

Sonic Hedgehog (Shh) pathway result in

developmental defects such as holoprosence-

phaly (3), whereas mutations that consti-

tutively activate the pathway lead to basal

cell carcinomas (4) and medullablastomas

(5). Despite extensive studies of the Hh path-

way, the sequence of events leading to a bio-

logical function has yet to be fully defined. In

vertebrates, extracellular Shh glycoprotein

binds to the 12-transmembrane-spanning pro-

tein, Patched (Ptc), and relieves the inhibitory

effect of Ptc on Smoothened (6). Smoothened

is a signaling molecule that causes down-

stream uncoupling of the negative regulator

Su(fu) protein from the Gli transcription

factors (7). The subsequent nuclear trans-

location and DNA binding of Gli1 and Gli2,

and possibly of Gli3, is followed by the in-

creased transcription of a number of genes,

including ptc itself (8) and nkx2.2 (9). In con-

trast, the proteolytic cleavage of Gli3, pro-

moted by cAMP-dependent protein kinase

(PKA) phosphorylation in the absence of a
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Hh signal converts Gli3 into a repressor of

target genes (10). Inactivation of particular

genes in the Hh signaling pathway, including

shh, smoothened, and gli2, is lethal to zebra-

fish development (11–13). The resulting

mutant embryo lines—sonic-you (syu), slow-

muscle-omitted (smu), and you-too ( yot),

respectively—are collectively known as the

Byou-type mutants[ in reference to their dis-

tinguishing phenotype of U-shaped somites.

Several other phenotypes are observed in these

mutants and detailed in (14) (fig. S1, D and H;

fig. S2D).

Studies have found a wide breadth of

functions for b-arrestins (15–18), although

none to date have revealed a role for these

proteins in development. Analysis of the cur-

rent zebrafish genome reveals two arrestin

genes, visual and cone, as well as two b-

arrestin genes, 1 and 2. Although several

expressed-sequence-tag clones of b-arrestin

2 have been identified in cDNA libraries

from embryonic zebrafish tissues, no clones

of b-arrestin 1 have been identified to date.

Microinjection of embryos with morpholino

(MO) designed to target the 5¶ UTR of b-

arrestin 2 mRNA (barr2-MO) resulted in al-

most complete inhibition of the expression of

b-arrestin 2 protein (Fig. 1), as determined

by protein immunoblotting (14). We used a

control MO against visual cone arrestin

(VA-MO) to demonstrate functional speci-

ficity between the arrestin family members.

Embryos injected with the barr2-MO

exhibited, over the subsequent 120 hours

after fertilization, phenotypic similarities to

smu embryos in which the smoothened gene

is mutated; VA-MO–injected embryos were

similar to wild-type embryos at every stage

inspected. We compared the effects of two

distinct alleles of smu mutants, both gener-

ated by viral insertion. One mutant allele,

hi1640, produces a severe phenotype result-

ing from viral insertion into an exon of the

smoothened gene (13), whereas the less

severe phenotype of the hi2329b allele is

due to viral insertion in a smoothened intron

(19). At 24 hours after fertilization, non-

injected embryos and those injected with

VA-MO (collectively referred to as control

embryos) had straight bodies (Fig. 2, A and

B) and chevron-shaped somites (Fig. 2, F

and G). By contrast, barr2-MO, hi2329b, and

hi1640 embryos displayed ventrally curved

bodies, underdeveloped heads (Fig. 2, C

through E), and U-shaped somites (Fig. 2, H

through J). Other phenotypes, including partial

cyclopia (fig. S1, A to D), lack of optic nerve

at the midline (fig. S1, E to H), absence of

craniofacial muscle and pectoral fin develop-

ment (fig. S2, A to F), and reduction of floor

plate development (fig. S3, A to F), were also

observed.

Three muscle fiber types, including slow

muscle, fast muscle, and muscle pioneer slow

muscle cell fibers, develop in the segmenta-

tion period (10 to 24 hours after fertilization)

of the zebrafish embryo (20). Muscle pioneer

(MP) cells and the development of slow mus-

cle fibers, but not that of fast muscle fibers,

require Shh signaling originating from the no-

tochord (21). The S58 antibody is specific to

slow isotypes of myosin heavy chain and la-

bels both MP and non-MP slow muscle fibers

(22). Control embryos at 24 hours after fer-

tilization labeled with S58 show the organized

development of slow muscle fibers at a den-

sity of È20 fibers per somite (Fig. 2, K and

L). By contrast, the number of fibers per som-

ite decreases in barr2-MO and hi2329b em-

bryos to È10 fibers per somite (Fig. 2, M and

N), whereas the hi1640 embryos display G1

slow muscle fiber per somite (Fig. 2O).

Zebrafish adaxial cells differentiate into

MPs in response to Shh signals derived from

the notochord by 12 hours after fertilization

(20). These MPs are the earliest cells to

elongate and flatten into muscle fibers that

span the somite by 24 hours after fertiliza-

tion and express the Engrailed protein detect-

able by the 4D9 antibody (22–25). Using

whole-mount immunohistochemistry with

4D9, we visualized, as described previously

(25), robust Engrailed staining in MP cells

located at the horizontal myoseptum as well

as in the surrounding muscle fibers from control

embryos (Fig. 2, P and Q). By contrast, 4D9

staining of barr2-MO, hi2329b, and hi1640

embryos was reduced in both the horizontal

myoseptum and surrounding muscle fibers

(Fig. 2, R to T). Combined, these data suggest

that the phenotype resulting from the barr2-

MO is due to disruption of the Shh pathway.

To confirm that the phenotypes revealed

by b-arrestin 2 knockdown are indeed a result

of inhibiting the Hh signaling pathway, we

performed in situ hybridization with probes

designed to bind Shh target genes, specifi-

cally nkx2.2 and ptc. In wild-type embryos,

increased expression of both genes occurs in

response to Shh signaling by 27 hours after

fertilization (9, 26). The injection of Shh

mRNA into embryos at the one-cell stage

Fig. 1. Western blot analysis of zebrafish
b-arrestin 2 expression. Lysate (500 ng
protein) from human embryonic kidney
(HEK) 293T cells transiently transfected
with either pCDNA3.1(þ) vector alone
(lane 1) or with zebrafish b-arrestin 2
cDNA (lane 2). Lysate extracts from
zebrafish embryos (48 hours after fertil-
ization, two per lane) that were not
injected (lane 3) or were injected with
VA-MO (lane 4) or barr2-MO (lane 5)
were probed with antibody to trout b-
arrestin 2, followed by a secondary
horseradish peroxidase–conjugated antibody to rabbit, and then visualized by enhanced
chemiluminesence. Equal loading of protein was verified by stripping and reprobing the blot with
antibodies to actin. Densitometer quantification of three independent experiments reveals an
average of 96 T 3% reduction in b-arrestin 2 expression with barr-MO.
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Fig. 2. Phenotypes of barr2-MO embryos and Smoothened mutants hi2329b and hi1640 at 24 hours
after fertilization. (A to E) Lateral views of whole zebrafish bodies. (F to J) Lateral views of somites,
dorsal toward the top, anterior to the right. (K to O) S58 antibody staining of embryos. (P to T)
4D9 antibody staining of embryos.
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also induces the ectopic expression of nkx2.2

in dorsal and lateral regions of the brain by

27 hours after fertilization (9). In situ hy-

bridization of zebrafish embryos at 27 hours

after fertilization with nkx2.2 antisense probes

revealed a normal brain pattern of nkx2.2 ex-

pression in control embryos (Fig. 3, A and B),

whereas this signal was absent in the embryos

injected with barr2-MO (Fig. 3C). Further-

more, injection of Shh mRNA (100 ng) alone

or combined with the VA-MO resulted in a

broader ectopic induction of nkx2.2 (Fig. 3, D

and E). By contrast, injection of Shh mRNA

combined with barr2-MO caused a complete

loss of nkx2.2 transcription throughout the

entire embryo (Fig. 3F). These results suggest

that the loss of b-arrestin 2 blocks the Hh

signaling pathway downstream of the Shh

signal but upstream of the pathway_s target

genes. This hypothesis was strengthened by a

double in situ hybridization approach using

antisense probes to ptc and shh simulta-

neously. Control embryos at 27 hours after

fertilization had a normal expression pattern

of ptc in medial somites and ventral spinal

cord and normal shh expression in midline

cells at the position of the floor plate (Fig. 3,

G, H, J, and K). By contrast, barr2-MO em-

bryos exhibited a small decrease of shh ex-

pression in midline cells Eas do the hi1640

embryos (13)^ along with a complete loss of

ptc expression (Fig. 3, I and L). These results

demonstrate that the barr2-MO does not in-

hibit the endogenous expression of shh but

does lead to a loss of expression of ptc,

consistent with the loss of function of an

intermediate of the Hh signaling pathway.

To reinforce this contention, we further

evaluated the effects of two distinct ap-

proaches able to support signaling in the ab-

sence of Shh signaling. Su(fu) is an inhibitory

component of the Hh signaling pathway that

maintains the cytoplasmic localization of the

transcription factors Gli1 and Gli2 in the

absence of a Hh signal (5). We therefore rea-

soned that the loss of Su(fu) expression would

result in the nuclear translocation of Gli1 and

Gli2, and increased expression of Hh target

genes in the absence of a Hh signal. We

designed a MO against Su(fu) ESu(fu)-MO^
for injection into one-cell zebrafish embryos.

PKA is another negative regulator of the Hh

pathway and phosphorylates substrates, result-

ing in proteolytic cleavage of Gli3, which

then acts to repress Hh target gene expression

(27). Dominant negative PKA (DNPKA)

mRNA, when injected into embryos, results

in a broader expression of Hh target genes and

a rescue of the phenotypes of smu mutants

(21). To assess whether either DNPKA or a

Su(fu)-MO is able to rescue the barr2-MO

treated phenotypes, we injected the barr2-MO

in combination with either DNPKA mRNA

or the Su(fu)-MO and scored for the num-

ber of slow muscle fibers per somite at 24

hours after fertilization with the S58 anti-

body (Fig. 4). Lower numbers of fibers per

somite were observed in barr2-MO or

hi2329b embryos (È10 per somite) than in

control embryos (È20 per somite). The hi1640

embryos have even fewer fibers (G1 per

somite), which suggests that in barr2-MO or

hi2329b embryos the Hh signaling is de-

creased but not completely inhibited. Either

DNPKA mRNA or the Su(fu)-MO complete-

ly rescued the inhibition of slow muscle fi-

ber development in those embryos resulting

from the barr2-MO, as did the Su(fu)-MO

on the hi1640 embryos (to È20 per somite),

although some of the gross phenotypes still

remained evident in the hi1640 mutants

(fig. S4, A to D) (28).

Our findings indicate that b-arrestin 2 acts

as a regulator of the zebrafish Hh signaling

pathway during embryogenesis. This could

potentially be mediated by an interaction

between b-arrestin 2 and the Smoothened

protein, as is documented in Chen et al._s
paper on mammalian homologs (29). Indeed,

in cell-based assays zebrafish b-arrestin 2

translocates to the plasma membrane upon

expression of Smoothened in the absence of

Patched (28). The involvement of b-arrestin 2,

a pleotropic molecular adaptor of seven

transmembrane proteins, in the Hh signaling

A B C

D E F

G H I

J K L

NI VA-MO βarr2-MO

nkx2.2

           nkx2.2
(+ shh mRNA)

ptc/shh

ptc/shh

Fig. 3. In situ hybridizations of zebrafish embryos at 27 hours after fertilization for downstream
genes of the Hh signaling pathway. Embryos were not injected (NI) or were injected, as indicated,
with MO to visual cone arrestin or with b-arrestin 2 mRNA. (A to F) In situ hybridization with
nkx2.2 probe. Shh mRNA (100 ng) was injected either alone (D), with VA-MO (E), or with
barr2-MO (F). Shown are lateral views (dorsal toward the top, anterior to the left). (G to L) Double
in situ hybridization with shh (blue stain, white arrows indicating expression at the midline) and
ptc (red stain, dark arrows) probes on whole mounts [(G) to (I)] or sectioned embryos [(J) to (L)].

Fig. 4. Loss of slow
muscle fiber develop-
ment in barr2-MO is
restored with DNPKA
mRNA or Su(fu)-MO.
Quantitative analysis
of slow muscle fiber
number per somite in
embryos 24 hours af-
ter fertilization, inject-
ed as indicated. Embryos
were stained with S58
antibody. Slow muscle
fibers in three to five
somites on È20 em-
bryos per experiment
were counted.
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pathway provides a previously unappreciated

paradigm to elucidate how this pathway ini-

tiates transcription to promote growth, differ-

entiation, and malignancies.
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Role of the Kinase MST2 in
Suppression of Apoptosis by the
Proto-Oncogene Product Raf-1

Eric O’Neill,1 Linda Rushworth,1 Manuela Baccarini,3

Walter Kolch1,2*

The ablation of the protein kinase Raf-1 renders cells hypersensitive to apoptosis
despite normal regulation of extracellular signal–regulated kinases, which
suggests that apoptosis protection is mediated by a distinct pathway. We used
proteomic analysis of Raf-1 signaling complexes to show that Raf-1 counteracts
apoptosis by suppressing the activation of mammalian sterile 20–like kinase
(MST2). Raf-1 prevents dimerization and phosphorylation of the activation loop
of MST2 independently of its protein kinase activity. Depletion of MST2 from
Raf-1j/j mouse or human cells abrogated sensitivity to apoptosis, whereas
overexpression of MST2 induced apoptosis. Conversely, depletion of Raf-1
from Raf-1þ/þ mouse or human cells led to MST2 activation and apoptosis.
The concomitant depletion of both Raf-1 and MST2 prevented apoptosis.

Mitogen-activated protein kinase (MAPK)

pathways are primordial signaling systems

that enable cells to respond to external cues.

In metazoans, the proteins Ras, Raf, and

MEK act sequentially to activate the MAPK

extracellular signal–regulated kinase (ERK).

This pathway has a crucial role in the control

of cell proliferation, differentiation, and

survival (1–3), which is demonstrated by its

frequent hyperactivation in human tumors,

most notably those caused by active muta-

tions in Ras (4) or B-Raf (5). The Raf family

of serine-threonine kinases comprises three

members: Raf-1, B-Raf, and A-Raf. All Raf

isoforms are activated by binding to the

guanosine triphosphate (GTP)–bound form

of Ras, and they share MEK as the only

commonly recognized substrate (1–3). How-

ever, studies in knock-out mice revealed

distinct physiological functions of the Raf

isozymes (6), which suggest the existence of

other effectors.

Ablation of the Raf-1 gene causes wide-

spread apoptosis and embryonic lethality

despite normal regulation of ERK through

B-Raf (7, 8). Raf-1j/j fibroblasts are hyper-

sensitive to apoptosis that is induced by

selected stimuli, including serum withdrawal

and stimulation of the death receptor Fas

(7, 8). This hypersensitivity suggests that Raf-1

can protect fibroblasts from apoptosis inde-

pendently of B-Raf and ERK. When

knocked back in, a Raf-1 mutant, Raf-

1YY340-341FF, which cannot be activated,

fully rescued the Raf-1j/j phenotype, which

resulted in viable mice (7). This result

indicates that full activity of Raf-1 may not

be required for suppression of apoptosis.

To search for new partners in Raf-1

signaling, we immunopurified proteins asso-

ciated with Flag-tagged Raf-1 that were

expressed in COS-1 cells, and identified

them by mass spectrometry (Fig. 1A).

Proteins known to interact with Raf-1,

including 14-3-3, heat shock protein 50

(Hsp50), and Hsp90 (3), associated with

Raf-1 under conditions of both serum star-

vation and stimulation. A 55-kD band, which

preferentially coprecipitated with Raf-1 from

serum-starved cells, contained the mamma-

lian sterile 20–like kinase (MST2). In

untransfected serum-deprived cells, endoge-

nous MST2 coimmunoprecipitated with en-

dogenous Raf-1, and Raf-1 was detected in

MST2 immunoprecipitates (Fig. 1B). In

addition, Raf-1YY340/341FF and Raf-1

K375M, a catalytically inactive mutant,

could interact with MST2 in transfected cells

(Fig. 1C). Pulldown assays with bacterially

expressed Raf-1 deletion proteins (fig. S1)

showed that MST2 bound to amino acids 151

and 303 of Raf-1. This region diverges

between Raf isoforms and is thought to

mediate isozyme-specific interactions with

other proteins (9). MST2 did not bind B-Raf

(fig. S2), which suggests that MST2 is part

of a Raf-1–specific signaling pathway.

MST2 was identified as a kinase that is

activated by the pro-apoptotic agents stau-

rosporine and Fas ligand (10, 11). Treatment

of COS-1 cells with staurosporine or anti-

body to Fas reduced the amount of MST2

associated with Raf-1 (Fig. 2A). Mitogenic

and pro-apoptotic signaling are often linked

in order to prevent unwanted proliferation

(12). Therefore, we compared the functional

consequences of disrupting the endogenous

MST2–Raf-1 complex in response to

mitogens or stress signals (Fig. 2B). Stau-

rosporine caused activation of MST2, but not

of the Akt kinase, and induced cleavage of

poly(ADP-ribose) polymerase (PARP),

which indicates activation of caspase and

promotion of apoptosis. In contrast, serum

growth factors and oncogenic RasV12

induced Akt activation, which is character-

istic of survival pathways that promote cell

survival. However, they did not stimulate

MST2 activity or PARP cleavage. Serum
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deprivation did not activate MST2, Akt, or

caspases, suggesting that serum withdrawal

may allow apoptosis by decreasing survival

signaling rather than by actively promoting

death signaling.

We found no evidence that MST2 regu-

lates Raf-1 (13). However, Raf-1 interfered

with MST2 activation on several levels.

MST2 is activated through homodimerization

followed by transphosphorylation of a criti-

cal threonine in the activation loop (14).

MST2 formed homodimers in Raf-1j/j cells.

However, reconstituting Raf-1j/j cells with

increasing amounts of exogenous Raf-1

caused disassembly of the MST2 dimers in

a dose-dependent manner (Fig. 2C). MST2

was constitutively phosphorylated at the

activating threonine residue in Raf-1j/j cells

but not in Raf-1þ/þ cells. Reconstitution of

the Raf-1j/j cells with Raf-1 or catalytically

inactive Raf-1 completely abrogated both

MST2 phosphorylation and kinase activity

of MST2 (Fig. 2D), which indicated that the

effects of Raf-1 did not depend on its kinase

activity. Because Raf-1 associates with

phosphatases, including PP2A (15, 16), and

because the PP2A inhibitor okadaic acid can

cause activation of MST2 (14), we examined

whether Raf-1 might recruit a phosphatase

that dephosphorylates MST2. Recombinant

MST2 was activated by autophosphorylation

(14) and incubated with Raf-1 or catalytically

inactive Raf-1 immunoprecipitated from

COS-1 cells. Both Raf-1 immunoprecipitates

readily caused dephosphorylation of MST2,

which was prevented by okadaic acid (Fig.

Fig. 1. MST2 is a component of
Raf-1 signaling complexes. (A)
Flag–Raf-1 was immunoprecipi-
tated from COS-1 cells kept in
10% (þ) or 0.1% (-) serum. Flag–
Raf-1 immunoprecipitates were
separated by SDS-polyacrylamide
gel electrophoresis and silver
stained. Associated proteins were
identified by mass spectrometry.
(B) Immunoprecipitation (IP) of
endogenous MST2 and endoge-
nous Raf-1 from COS-1 cells kept
in 10 or 0.1% serum. Raf-1 and
MST2 were detected by Western
blotting. (C) Immunoprecipitation of endogenous MST2 from COS-1 cells expressing Flag–Raf-1, K375M (catalytically inactive mutant), or YY340-
341FF (non-activatable Raf-1 mutant). Cells were maintained in 0.1% serum and proteins were detected by Western blotting. a, antibody; vec,
vector.

Fig. 2. Regulation of the MST2–Raf-1 com-
plex. (A) Association of Raf-1 with endoge-
nous MST2 immunoprecipitated from COS-1
cells exposed to the indicated treatments.
STR, 100 nM staurosporine; a-Fas, 50 nM
antibody to Fas (CD95/apo1 Roche) for 2
hours. Endogenous Raf-1 was detected by
Western blotting. (B) Immunoprecipitation
of MST2 from cells transfected with RasV12
or treated as indicated. MST2 kinase activity
was determined by an in-gel kinase assay.
Amounts of MST2 in the immunoprecipitates
were determined by Western blotting. PARP
cleavage and activation of Akt were assayed
in the same lysates by Western blotting as
indicated. Full-length PARP is marked by an
arrow; cleaved PARP is marked by an asterisk.
(C) Immunoprecipitation of Flag-MST2 from
Raf-1j/j cells expressing myc-MST2 and
Flag-MST2 in the presence of 0.1% serum.
MST2 dimerization was detected by Western
blotting. Flag-MST2 immunoprecipitates
were associated with Myc-MST2 protein. Myc-Raf-1 was transfected at
concentrations of 0, 0.1, 0.5, and 1.0 mg of plasmid DNA. (D) Im-
munoprecipitation of MST2 from serum-starved parental Raf-1þ/þ (þ/þ)
and Raf-1j/j (j/j) fibroblasts transfected with Flag-Raf-1, Flag-Raf-1-
K375M, or vector control. Endogenous MST2 was immunoprecipitated,
and phosphorylated MST2 was detected by Western blotting with an
antibody to phosphothreonine (25, 26). Subsequently, blots were washed

and MST2 was visualized with antibody to MST2. (E) Purified recom-
binant MST2 protein (Upstate) was in vitro phosphorylated and ac-
tivated, then incubated with Flag immunoprecipitates from COS-1 cells
expressing Flag-Raf-1, Flag-K375M, or vector control. Phosphatase in-
hibitor (1mM okadaic acid) was added as indicated. Western blots were
developed with the phosphospecific antibody to MST2, stripped, and in-
cubated with a pan-MST2 antibody.
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2E). These results indicate that Raf-1

restricts MST2 activity by preventing dimer-

ization and recruiting a phosphatase to de-

phosphorylate the activation site of MST2.

MST2 was constitutively activated in

Raf-1j/j cells, and this activity was enhanced

by Fas ligation. In contrast, Fas ligation was

inefficient in activating MST2 in Raf-1þ/þ

cells (Fig. 3A). Staurosporine activated MST2

in Raf-1j/j cells better than in Raf-1þ/þ cells

(Fig. 3B). Furthermore, Raf-1j/j cells suc-

cumb to apoptosis more rapidly than Raf-1þ/þ

cells in response to Fas or staurosporine

(Fig. 4A), but not tumor necrosis factor–a
(TNF-a) (8). TNF-a failed to stimulate MST2

activity in Raf-1j/j cells (Fig. 3C). Thus, the

pattern of MST2 activation reflects the pat-

tern of apoptosis sensitivity of Raf-1j/j cells

(7), suggesting that MST2 could be a critical

apoptosis effector controlled by Raf-1.

Therefore, decreasing the levels of MST2

protein should reduce the sensitivity of Raf-1j/j

cells to Fas ligation and serum withdrawal.

Decreasing MST2 expression in Raf-1j/j

cells using two different small interferening

RNAs (siRNAs) (Fig. 4B) completely pro-

tected Raf-1j/j cells against apoptosis in-

duced by serum withdrawal or Fas ligation

(Fig. 4C). Conversely, the overexpression of

MST2 increased the percentage of Raf-1j/j

cells that underwent apoptosis when de-

prived of serum. A catalytically inactive

MST2 mutant had no effect on apoptosis

(Fig. 4D). Increasing MST2 expression

enhanced apoptosis in the Raf-1j/j cells in

a dose-dependent manner, whereas Raf-1þ/þ

cells were unaffected except at the highest

dose tested (fig. S3). We propose that Raf-1

may control MST2 by sequestering it into an

inactive complex, which can be abolished by

overexpression of MST2 or by disruption

of the complex through stress signals. De-

creasing Raf-1 expression in Raf-1þ/þ pa-

rental cells by siRNA also led to MST2

activation and apoptosis (Fig. 4E). We also

explored MST2 regulation in Lovo (a colon

cancer cell line) and MCF7 cells (a mammary

cell line). Both MST2 activity and apoptosis

increased upon down-regulation of Raf-1

expression by siRNA (fig S4). Fas stimu-

lated both MST2 activity and apoptosis, and

both activities were further increased upon

Raf-1 down-regulation. The concomitant down-

regulation of MST2 and Raf-1 completely

prevented Fas-induced apoptosis in Lovo and

MCF-7 cells (Fig. 4F).

These results provide evidence for Raf-1

as a physiological regulator of MST2 in anti-

apoptotic signaling. This role is independent

of MEK activation because kinase-negative

Raf-1 also could inhibit MST2 activation

(Fig. 2D) and apoptosis (fig. S5). Immuno-

depletion experiments showed that MST2

was quantitatively associated with Raf-1

(fig. S6), which suggests that Raf-1 seques-

ters MST2 in an inactive state. Raf-1 can

counteract apoptosis by different mecha-

nisms, which may be cell type–dependent

(1). For instance, heart dilatation and car-

diomyocyte apoptosis caused by cardiac-

specific Raf-1 ablation is prevented by

ablation of the proapoptotic kinase ASK1

(17). Raf-1 also can regulate Fas membrane

expression, and the heterozygous inactivation

of Fas rescues both the embryonic lethality

Fig. 3. Inhibition of threonine phosphorylation
and activation of MST2 by Raf-1. (A) Raf-1þ/þ

and Raf-1j/j cells were treated with mouse-
specific antibody to Fas (JO2, 50 nM) plus
cycloheximide (CHX, 5 mg/ml) for 1 hour, and
MST2 activity was measured in an in-gel kinase
assay. (B) Serum-starved Raf-1þ/þ and Raf-1j/j

fibroblasts were treated with 100 nM STR for
the indicated time points. MST2 was immuno-
precipitated and its activity was determined in
an in-gel kinase assay (11). (C) Serum-starved
Raf-1j/j cells were stimulated with murine
TNF-a (10 ng/ml) or antibody to Fas JO2 (50 nM)
for the indicated times. MST2 immunoprecipi-
tates were examined in an in-gel kinase assay,
and portions were immunoblotted with anti-
body to MST2.

Fig. 4. Depletion of MST2 prevents enhanced apoptosis in cells lacking Raf-1. (A) Apoptosis in
Raf-1þ/þ (solid bars) and Raf-1j/j (open bars) fibroblasts grown in 10% serum (control) were
treated with 100 nM STR or placed in 0.1% serum. Apoptosis was measured 8 and 16 hours after
treatment. (B) Absence of MST2 in Raf-1þ/þ and Raf-1j/j fibroblasts transfected with one
of two siRNA nucleotides directed against MST2 (MST2A or MST2B). Control siRNA was to
glyceraldehyde-3-phosphate dehydrogenase (GAPDH). Western blots show MST2 protein in total
cell extracts. (C) Raf-1þ/þ and Raf-1j/j fibroblasts were transfected with the indicated siRNAs,
and treated with 50 nM antibody to Fas JO2 and CHX (5 mg/ml) or placed in 0.1% serum. After 16
hours, apoptosis was quantified by measuring DNA fragmentation by fluorescence-activated cell
sorting. (D) Raf-1þ/þ (solid bars) and Raf-1j/j (open bars) fibroblasts were transfected with Flag-
MST2 or kinase-dead Flag-MST2-KD, and assayed for apoptosis as in (C). Overexpressed MST2 was
detected by immunoblotting with antibody to Flag. (E) Raf-1þ/þ fibroblasts were transfected with
siRNA directed against Raf-1 (open bars)or GADPH (hatched bars) or left untreated (solid bars).
Cells were placed in 0.1% serum and assayed 16 hours later. Raf-1, ERK, or MST2 was detected by
Western blotting of cell lysates. MST2 activity of MST2 immunoprecipitates was detected in an in-
gel kinase assay. Apoptosis was determined by measuring DNA fragmentation. (F) Lovo and MCF7
cells were transfected with siRNA oligos against Raf-1(50 nM; Ambion), MST2 (50 nM; Ambion), or
GAPDH as control, and apoptosis in response to antibody to Fas was measured as above.
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of Raf-1j/j mice and the hypersensitivity of

fibroblasts to Fas-induced apoptosis (18). In

the fruit fly Drosophila melanogaster, muta-

tions in the MST2 homolog Hippo cause

excessive proliferation and survival of cells

in imaginal discs (19–23). Hippo forms a

complex with Warts and Salvador, whose

respective mammalian orthologs, Lats and

hWW45, are candidate tumor suppressor

genes (24). The existence of similar com-

plexes in mammalian cells has yet to be

verified, but would link Raf-1 through MST2

with an important tumor suppressor pathway.
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Enterococcus faecalis Senses
Target Cells and in Response

Expresses Cytolysin
Phillip S. Coburn,1 Christopher M. Pillar,2* Bradley D. Jett,2.

Wolfgang Haas,2- Michael S. Gilmore1,2*`

Many virulent strains of Enterococcus faecalis produce a two-subunit toxin,
termed cytolysin. Cytolysin expression is regulated by one of the subunits
(CylLSµ) through a quorum-sensing autoinduction mechanism. We found that
when target cells are absent, the other subunit (CylLLµ) forms a complex with
CylLSµ, blocking it from autoinducing the operon. When target cells are
present, however, CylLLµ binds preferentially to the target, allowing free CylLSµ

to accumulate above the induction threshold. Thus, enterococci use CylLLµ to
actively probe the environment for target cells, and when target cells are
detected, allows the organism to express high levels of cytolysin in response.

Enterococcal cytolysin is a toxin distantly

related to lantibiotic bacteriocins elaborated

by Gram-positive bacteria. The active cytol-

ysin consists of two small peptides. In concert

they are toxic or lytic for a broad range of

eukaryotic and prokaryotic cell types (1). The

enterococcal cytolysin contributes to viru-

lence in infection models (2–7) and is

associated with acute mortality in humans

(8). The cytolysin is encoded either by

pheromone-responsive plasmids or within a

pathogenicity island (9).

In addition to possessing toxin and bacte-

riocin activity, the extracellular, activated

form of CylL
S

(CylL
S
µ) induces high-level

expression of the cytolysin structural genes

by a quorum-sensing mechanism (10). Cytol-

ysin operon-encoded regulatory proteins, CylR1

and CylR2, cooperatively repress toxin ex-

pression (10), and derepression is affected by

external accumulations of CylL
S
µ through an

as yet unknown signaling mechanism (10).

Although colonies of some strains of E.

faecalis are capable of generating zones of

hemolysis on blood agar, hemolytic activity

is not detected in the culture fluid of broth

cultures (11). One difference between

growth in liquid laboratory media versus

growth on blood agar made from the same

broth base is the presence of target cells.

However, when cytolytic E. faecalis is

cultured in broth with added erythrocytes,

the erythrocytes are lysed, whereas those

added to a parallel culture of an isogenic

strain defective in cytolysin production

remain intact (12). Thus, E. faecalis appears

somehow to be capable of sensing the

presence of target cells and expressing the

cytolysin in response.

Strains harboring mutations in cylL
L

have

been shown to express increased levels of

CylL
S
µ (10). Here, using real-time polymer-

ase chain reaction, we found that transcripts

of cylL
L

and cylL
S

were present at levels that

were È100-fold (103- and 105-fold, respec-

tively) higher than in mid-log phase cells of

an isogenic mutant that expresses an inactive,

truncated form of CylL
L
, compared to wild-

type cells. This indicated that native CylL
L
µ

somehow interferes with the ability of CylL
S
µ

to feed back to the cell and induce high-level

expression of the cytolysin operon.

To assess how a variety of environmental

conditions affect cytolysin expression, we

constructed a strain in which the Escherichia

coli b-galactosidase (b-Gal) gene is fused to

the cytolysin promoter P
lys

, under the control

of the cytolysin regulatory gene products,

CylR1 and CylR2 (10). This strain expresses

b-Gal in response to induction by exogenous

CylL
S
µ (Fig. 1A) (10). To determine directly

whether CylL
L
µ interferes with CylL

S
µ in-

duction of the cytolysin operon, we tested

purified CylL
L
µ for its ability to inhibit

induction of b-Gal from this reporter strain

(Fig. 1B). Complete inhibition of b-Gal

expression was achieved with molar ratios

of CylL
L
µ to CylL

S
µ above 1:1 (Fig. 1B).

To determine whether this CylL
L
µ inhibi-

tion of CylL
S
µ-mediated autoinduction results

from formation of a complex between CylL
L
µ

with CylL
S
,µ we mixed similar quantities of

CylL
L
µ and CylL

S
µ and analyzed them by

tricine SDS–polyacrylamide gel electropho-

1Department of Microbiology and Immunology,
2Department of Ophthalmology, University of Okla-
homa Health Sciences Center, Stanton L. Young
Biomedical Research Center, Room 356, Post Office
Box 26901, Oklahoma City, OK 73190, USA.

*Present address: Department of Ophthalmology,
Harvard Medical School, and The Schepens Eye
Research Institute, 20 Staniford Street, Boston, MA
02114, USA.
.Present address: Department of Biology, Oklahoma
Baptist University, Shawnee, OK 74804, USA.
-Present address: Center for Oral Biology, University
of Rochester, School of Medicine and Dentistry,
Rochester, NY 14642, USA.
`To whom correspondence should be addressed.
E-mail: mgilmore@vision.eri.harvard.edu

R E P O R T S

24 DECEMBER 2004 VOL 306 SCIENCE www.sciencemag.org2270



resis (PAGE). Mixing the mature subunits in

solution resulted in very stable multimers

of high apparent molecular mass (132 to

9 216 kD), which were resistant to boiling

in the presence of 0.5% SDS (Fig. 2). Thus,

the observed lack of CylL
S
µ-mediated quorum

induction in liquid culture, under conditions

where CylL
L
µ is also expressed or otherwise

present, appeared to result from formation of

a CylL
S
µ:CylL

L
µ complex that was inactive

for induction. This suggests that CylL
L
µ plays

a role in regulating cytolysin expression by

titrating the level of free CylL
S
µ.

We hypothesized that the ability of

CylL
L
µ to modulate the concentration of free

CylL
S
µ could be influenced by the presence

of a target cell if CylL
L
µ were differentially

adsorbed to its surface. Routine hemolysis

assays of cytolysin activity are performed by

adding 0.16 nmol of CylL
L
µ to erythrocytes,

immediately followed by the addition of

about sevenfold molar excess (1.1 nmol) of

CylL
S
µ (hereafter termed 1X CylL

L
µ and 1X

CylL
S
µ, respectively). These represent the

minimum quantities of each cytolysin sub-

unit necessary to reach a plateau in erythro-

cyte lysis by 45 min. To determine whether

one or the other cytolysin subunit preferen-

tially bound target cells, we manipulated the

order and timing of addition of cytolysin

subunits as follows. To permit binding, we

incubated one subunit with erythrocytes for 1

hour at 37-C, washed the erythrocytes three

times in phosphate-buffered saline (PBS) to

remove any unbound material, and then

added the complementary subunit to initiate

hemolysis (Fig. 3). Incubation of erythro-

cytes with 1X CylL
L
µ for 1 hour followed by

washing and the addition of 1X CylL
S
µ

resulted in a plateau of hemoglobin release

being reached È90 min after addition of the

second subunit. Reversing the order of

addition—incubation of erythrocytes with

1X CylL
S
µ for 1 hour followed by washing

and the addition of 1X CylL
L
µ—delayed the

plateau of hemolysis by an additional 60 to

150 min. Preincubation of erythrocytes with

3X CylL
L
µ for 1 hour followed by the

addition of 1X CylL
S
µ increased the rate of

hemolysis È twofold compared to incubation

with 1X CylL
L
µ. Conversely, preincubation

of erythrocytes with 3X CylL
S
µ for 1 hour

followed by the addition of 1X CylL
L
µ only

slightly increased the rate of hemolysis

compared to incubation with 1X CylL
S
µ.

Moreover, incubating 1X CylL
L
µ and 1X

CylL
S
µ together for 1 hour before the

addition of erythrocytes completely elimi-

nated hemolytic activity (Fig. 3). Thus,

CylL
L
µ has a higher affinity for erythrocytes

than CylL
S
µ and, in addition to being

inactive for induction, the CylL
L
µ/CylL

S
µ

complex does not retain hemolytic activity.

Surface plasmon resonance was used to

quantify the difference between CylL
L
µ and

CylL
S
µ affinity using a model membrane

system. Small unilamellar vesicles (SUVs),

composed of 45 mol% 1-palmitoyl-2-oleoyl-

sn-glycero-3-phosphocholine (POPC) and 55

mol% cholesterol, were used to coat a

Biacore L1 chip (13). The binding of both

CylL
L
µ and CylL

S
µ to the lipid bilayer was

determined separately over a range of subunit

concentrations (20 to 100 mM for CylL
L
µ;

100 to 800 mM for CylL
S
µ) (fig. S1, A and

B). The mean dissociation constant (K
D

) of

CylL
L
µ for POPC:cholesterol bilayers was

5.9 mM and for CylL
S
µ it was 38.1 mM (P 0

0.0006, Student_s t test). Thus, the CylL
L
µ

subunit binds to phosphatidylcholine:choles-

terol lipid bilayers with an affinity that is 6.5-

fold greater than that of CylL
S
µ.

Fig. 1. CylLLµ inhibits CylLSµ-
mediated induction of ex-
pression from the cytolysin
promoter, and erythrocytes
selectively adsorb CylLLµ,
freeing CylLSµ for induction.
(A) Purified CylLSµ, in the
amounts indicated, were
spotted onto each disk, and
the disk placed onto the
surface of the indicator agar
plate was seeded with FA2-2
(pLX110). (B) Graded quan-
tities of CylLLµ were incubated
with 0.875 nmol of CylLSµ for
15 min before spotting onto
the disks. Shown are the
molar ratios of CylLLµ to CylLSµ. (C) Equimolar amounts of CylLLµ and CylLSµ (0.875 nmol each)
were mixed and immediately spotted onto the disk labeled CylLLµ:CylLSµ. For the middle disk,
0.875 nmol of CylLLµ was added to human erythrocytes, immediately followed by the addition of
0.875 nmol of CylLSµ; the mixture was then centrifuged, and the supernatant was spotted onto the
disk labeled CylLLµ Y CylLSµ. For the bottom disk labeled CylLSµ Y CylLLµ, the experiment was
identical to that shown for the middle disk except that the order of addition of cytolysin components
was reversed. (D) In the top panel of disks, equimolar amounts of CylLLµ were mixed with CylLSµ
(0.875 nmol), and after 0, 1, 4, and 16 min, the mixtures were centrifuged and applied to the disks.
For the middle panel of disks, 0.875 nmol of CylLLµ was added to human erythrocytes, immediately
followed by the addition of 0.875 nmol of CylLSµ. After 0, 1, 4, and 16 min, the mixtures were
centrifuged, and the supernatants were spotted onto the disks labeled CylLLµ Y CylLSµ. For the
bottom panel of disks labeled CylLSµ Y CylLLµ, the experiment was identical to that shown for the
middle panel except that the order of addition of cytolysin components was reversed.

Fig. 2. A multimeric complex is formed by
mixing CylLLµ and CylLSµ. Tricine SDS-PAGE of
CylLLµ, CylLSµ, and an equimolar mixture of the
two subunits. Lanes 1 and 5 contain low and
high molecular size markers, respectively (Bio-
rad kaleidoscope polypeptide and prestained
standards). Lanes 2 and 3 contain 1 nmol of
CylLLµ alone and 1 nmol of CylLSµ alone,
respectively. Lane 4 contains 500 pmol of
CylLLµ and 500 pmol of CylLSµ preincubated
together for 5 min before electrophoresis.
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To determine whether the observed higher

affinity of CylL
L
µ for target cell membranes

resulted in differential adsorption to the

surface of target cells, leaving free CylL
S
µ

in solution to effect autoinduction, we tested

the ability of target cells to differentially

adsorb CylL
L
µ and leave behind inducing

levels of CylL
S
µ. The middle of the linear

response range for CylL
S
µ-mediated induction

of b-Gal expression from FA2-2 (pLX110),

as observed using the disk test, occurred at

about 0.875 nmol of CylL
S
µ (Fig. 1A). When

an equimolar quantity (0.875 nmol) of puri-

fied CylL
L
µ was added to CylL

S
µ before ap-

plication to the FA2-2 (pLX110) lawn, no

induction was observed owing to formation

of the inactive CylL
L
µ:CylL

S
µ complex (Fig.

1C). This complex forms nearly instantane-

ously (Fig. 1D). However, when 0.875 nmol

of CylL
L
µ was added first, followed by 5%

(v/v) erythrocytes and then 0.875 nmol of

CylL
S
µ, sufficient free CylL

S
µ to cause readily

detectable induction of b-Gal expression by

FA2-2 (pLX110) remained in solution for at

least 16 min (Fig. 1, C and D). Identical re-

sults were obtained even when the order of

additions was reversed.

On the basis of these findings, we propose a

model for the regulation of a toxin in a manner

that is responsive to the presence of target

cells. In the absence of a target cell, CylL
L
µ

and CylL
S
µ are expressed at basal levels, and

the subunits interact to form an inactive,

oligomeric complex that is devoid of either

cytolytic activity or the ability to induce high-

level expression of the cytolysin operon (fig.

S2). In the absence of a target cell, CylL
L
µ

acts to titrate the level of free CylL
S
µ in

solution, holding it below the threshold

necessary to trigger high-level cytolysin

production. However, in the presence of a

target cell, CylL
L
µ binds it preferentially,

allowing free CylL
S
µ to accumulate and

induce high-level cytolysin expression (fig.

S2). This mechanism effectively provides

enterococci with the ability to actively probe

the environment for cytolysin targets.
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Fig. 3. CylLLµ has a
greater affinity µfor hu-
man erythrocytes than
CylLSµ. (r) Erythrocytes
were preincubated with
0.16 nmol (1x) of
CylLLµ for 1 hour and
washed three times
with PBS, and 1.1 nmol
(1x) of CylLSµ was
added. (g) Erythrocytes
were preincubated with
1.1 nmol (1x) of CylLSµ
for 1 hour and washed
three times with PBS,
and 0.16 nmol (1x) of
CylLLµ was added. (�)
Erythrocytes were preincubated with 0.48 nmol (3x) CylLLµ for 1 hour and washed three times with
PBS, and 1.1 nmol (1x) of CylLSµ was added. (�) Erythrocytes were preincubated with 3.3 nmol
(3x) CylLSµ for 1 hour and washed three times with PBS, and 0.16 nmol (1x) of CylLLµ was added.
(h) Preincubation of 0.16 nmol (1x) of CylLLµ with 1.1 nmol (1x) of CylLSµ for 1 hour before the
addition of erythrocytes. (�) Neither cytolysin component was added to erythrocytes. For all
reactions, hemoglobin release was quantified in triplicate at regular time intervals of 15, 30, 45, 60,
90, 120, 150, and 180 min. At each time point, reactions were centrifuged to pellet intact
erythrocytes, and the supernatant was read at 562 nm. Data are plotted relative to maximum
hemoglobin release after SDS lysis of 5% erythrocytes. Error bars represent the mean T SD.
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Mouse Ig Blocking Reagent
Three M.O.M. (Mouse-on-Mouse) kits to localize mouse primary
antibodies on mouse tissue sections offer the advantage of the
ability to allow mouse primary antibodies to be stained while
avoiding interfering background due to the detection reagents
binding endogenous mouse antibody. A key component of the
M.O.M. kits is the reagent used to block endogenous mouse anti-
body in the tissue section. The Mouse IgG Blocking Reagent is
optimally effective when used in conjunction with the special bi-
otinylated anti-mouse immunoglobulin in the M.O.M. kits.
Vector Laboratories For more information 650-697-3600 www.vectorlabs.com

Stereotaxic Instrument
The Just for Mice Stereotaxic Instrument was developed for the
expanding research being done using knockout and transgenic
mice. It allows the user to perform surgical procedures on two
mice, neonatal rats, or other small rodents. This model features
several advantages over stereotaxic instruments intended for
rats. Two ear bar slots are located on each side of the base, and
both are accessible by a single manipulator arm. The ear bars can
be independently adjusted in height. Movement can be measured
either manually or digitally. The digital system features a large
LED display module accurate to 10 µm in all three directions.
Stoelting For information 630-860-9700 www.stoeltingco.com

Freeze Dryers
Genesis freeze dryers offer the versatility needed for pilot, research,
or small-scale production applications. Part of the Virtis product line
and developed with an extensive choice of options and add-ons, the
Genesis line allows users to design the freeze dryer to meet specific
application needs, including a design for clean-room installations,
and allows for easy scale-up from research to full-scale production.
Genesis chamber shelves and condenser chambers are made of
chemical-resistant stainless steel and come with a standard 4-in di-
ameter vapor port with an optional 8-in diameter port available.
SP Industries For information 800-431-8232 www.virtis.com

Improved Filtration
An enhanced bioburden reduc-
tion filter combines three novel
technologies to provide more
economical filtration of a broad
range of biopharmaceutical
fillers and buffers. The Supor
UEAV 0.2 micron filter increas-
es filter life and protects steril-
izing grade filters and other
sensitive downstream process-
ing equipment such as tan-
gential flow filtration and 
chromatography systems. It
achieves this by incorporating three advanced technologies into
a single filter: an assymetric Supor mach V membrane structure
with controlled pores from 3 to 0.2 µm, which provides high
solids capacity; the new deep-pleat Ultipleat construction, which
provides enhanced surface area, resulting in high flow rates and
extending solids capacity; and the Pall polyethersulfone mem-
brane, which ensures excellent chemical compatibility and low
nonspecific binding to extend service life. The new filter’s parti-
cle removal capability works with a diverse range of biopharma-

ceutical fluids, including buffers, biologicals, tissue culture media,
opththalmics, and cell-culture supernatants.
Pall For information 800-717-7255 www.pall.com

Dialysis Cassettes
The new 30-ml capacity Slide-A-Lyzer Dialysis Cassettes are
available with 3.5 K and 10 K molecular weight cut-off (MWCO)
membranes for efficient and easy dialysis of 12–30 ml samples.
The 30-ml cassette has a built-in buoy and frame that is 
color-coded to show the 
MWCO of the membrane
and transparent so the
user can view needle
placement during sample 
injection. The dialysis
cassettes provide >95%
sample recovery and the
convenient cassette for-
mat eliminates the has-
sles of knots, caps, lids,
and clamps associated with traditional dialysis methods. The cas-
settes are also available in capacities of 0.1–.05 ml, 0.5–3 ml, and
3–12 ml with 3.5 K, 7 K, and 10K MWCO membranes. The 10 K
membrane cassettes are available in gamma-irradiated format.
Pierce For information 800-874-3723 www.piercenet.com

Protein Purification Scale-Up
The Pellicon XL tangential flow device incorporates tangential flow
filtration technology to purify and concentrate from 300 mL to 2L
of solution down to a final volume of 20 mL. The Pellicon XL device
is self-contained with luer connections for easy set-up. It can beop-
erated with either a peristaltic pump or with Millipore’s Labscale
TFF System. The devices are easy to clean and can be re-used up to
five times. An optional graduated 100-mL reservoir is also available
for small-volume separations. Applications for the device include
cell harvesting and clarification, preparation of material for clinical

trials, concentration and desalting of pro-
teins, buffer exchange, and depyrogenation.
Millipore For information 800-MILLIPORE

www.millipore.com/proteinresearch

Sample Holders for 
Solvent Evaporator
A new line of sample holders is available
for the EZ-2 solvent evaporator. The new
holders are designed to take a variety of
round bottom flasks ranging from 25 ml to
500 ml. Ingenious sample holder design has
allowed the compact, benchtop EZ-2 to ac-
commodate up to six 100-ml flasks simul-
taneously. With larger flasks, a total capaci-

ty of 1 liter is possible, for example 4 × 250 ml or 2 × 500 ml.
Genevac For information +44-1473-240000 www.genevac.co.uk
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For more information visit GetInfo,
Science's new online product index at
http://science.labvelocity.com

From the pages of GetInfo, you can:
• Quickly find and request free information
on products and services found in the
pages of Science.
• Ask vendors to contact you with more
information.
• Link directly to vendors' Web sites.
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Newly offered instrumentation, apparatus, and laboratory materials of interest to re-
searchers in all disciplines in academic, industrial, and government organizations are
featured in this space. Emphasis is given to purpose, chief characteristics, and availabil-
ity of products and materials. Endorsement by Science or AAAS of any products or
materials mentioned is not implied. Additional information may be obtained from the
manufacturer or supplier by visiting www.science.labvelocity.com on the Web, where
you can request that the information be sent to you by e-mail, fax, mail, or telephone.
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