










Composition of Jupiter’s Atmosphere 
When the Cassini spacecraft flew by Jupiter on its way to Saturn,
the Composite Infrared Spectrometer (CIRS) took measurements
of the jovian upper atmosphere. Kunde et al. (p. 1582, published
online 19 August 2004) found enhancements of some hydrocar-
bons in the aurorae associated with temperature and magnetic
field effects. Carbon dioxide and hydrogen cyanide added to the
stratosphere by the impact of comet Shoemaker-Levy 9 have not
been transported or diffused very much, possibly because polar
vortices are inhibiting the
diffusion of these species to
higher latitudes.

Macrocyclic Libraries
via DNA 
DNA recognition has been
exploited in several
ways to synthesize 
libraries of macro-
cycles. Gartner et
al. (p. 1601, published
online 19 August
2004) linked single-
stranded DNA to the
peptide-like building
blocks of macrocycles. DNA
recognition of complementary
strands brought the ring com-
ponents into proximity so that ring-
closure reactions could be performed.
Specific macrocycles can then be selected
for their protein affinity or enzymatic 
inhibition, and then identified by amplifying their
DNA tags.A library of 65 such compounds was constructed.

Suddenly Turbulent
Despite having been studied for more than 100 years, the transi-
tion from laminar to turbulent flow in pipes is not understood. For
other flow geometries, the source of the initial instabilities can be
identified, but theory predicts that pipe flow should remain 
laminar for all flow rates. Recent numerical calculations suggested
that traveling waves may be the reason the flow becomes 
turbulent. Hof et al.’s (p. 1594; see the Perspective by Busse) 
hypothesis is now confirmed through experimental observations.

Slippery But Still Wet
The hydrophobic effect (the poor solvation of nonpolar parts
of molecules) is thought to play a key role in protein folding.
Large nonpolar side chains would create a layer largely deplet-
ed of water when hydrophobic domains are brought together.
However, this situation is based mainly on a consideration of
van der Waals interactions between solutes and water.
Zhou et al. (p. 1605) have performed molecular dynamics
simulations of the BphC enzyme, a two-domain protein that
collapses into a globular structure in which complementary
hydrophobic faces align. Only a weak water depletion, with a
water density about 10 to 15% lower than the bulk, was

formed between the hydrophobic domains. The authors find
that when electrostatic effects are artificially removed in their
simulations, the dewetting transition reappears and the 
collapse transition occurs at a much faster rate.

Phytoplankton Feel the Heat
The marine pelagic ecosystem is the largest one on Earth, yet
little is known how global warming might affect it. Phytoplank-

ton make up the base of the
marine food web and 
support the rest of the larger
organisms in the oceans.
Richardson and Schoeman
(p. 1609; see the news story
by Stokstad) studied the 
impact of climate change on
the abundance of marine
planktonic food web over
large space and time scales
in the Northeast Atlantic .
Their analysis of more than
100,000 samples over 45
years shows that cl imate
warming has increased in the
abundance of phytoplankton
in cooler regions and a 
decrease in warmer ones.

Ensuring Adequate 
Gas Supplies
In an uncertain world, survival may depend on leaving nothing to
chance. In biochemical terms, the way to place a spontaneously oc-
curring process under control is to make an enzyme that catalyzes
the reaction. Biological membranes are inherently permeable to
gases, such as oxygen, yet Khademi et al. (p. 1587; see the cover
and the Perspective by Knepper and Agre) now describe a bacterial
protein that functions as an ammonia channel. The crystal structure
of AmtB reveals a vestibule where the water-soluble species NH4

+ is
deprotonated and a hydrophobic conduit enables NH3 to cross the
membrane. The human analog of AmtB is the well-
known rhesus or Rh factor.

Take That Copper
Methanotrophic bacteria oxidize
methane, and copper plays a
central role in the metabolism of
these organisms. However, their
copper trafficking mechanism
is not well defined. Kim et
al. (p. 1612) have identified
and determined the struc-
ture of methanobactin, a cop-
per-sequestering small mole-
cule from the methanotroph Methylosinus 
trichosporium OB3b. Structural similarities to iron 
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Dendrimeric Diblock Copolymers
Diblock copolymers can phase-separate into a rich array of
morphologies, and dendrimer polymers allow many different
functionalities to be placed onto highly branched compact 

molecules. Cho et al. (p. 1598) combined these two 
architectures into a single molecule and examined

the phase behavior of a dendron grafted 
onto a long linear chain segment. The molecules

show the same spherical, cylindrical, and lamellar
structures seen in normal diblock copolymers, but
also an unusual continuous cubic structure. The

mechanical and charge transport properties
of the polymers could be corre-
lated with the observed phases.

edited by Stella Hurtley and Phil Szuromi
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siderophores suggest that this molecule may function as a copper-siderophore by
binding copper extracellularly and mediating its transport into cells.

Forming Hearts sans Fusion
In the early developing vertebrate heart, bilateral cardiac meso-
derm migrates to the ventral midline and then fuses to form the
primitive heart tube. Subsequently, looping morphogenesis and
chamber specification are observed. It has been generally thought
that the fusion event must occur in order for these latter events to
take place. However, Li et al. (p. 1619) now show that looping and
septation can occur in the absence of heart fusion as seen with
Foxp4 mutant embryos, which display two complete hearts with-
out fusion. The early bilateral precardiac mesoderm is prepro-
grammed to differentiate multiple cell types and to complete the
complex morphological steps required for formation of the 
mature four-chambered heart.

Bacterial Persistence and Antibiotic Resistance 
The inherent persistence of bacterial populations after exposure to antibiotics or other
stress is well known but little understood. Such persistence is distinct from acquired an-
tibiotic resistance and, on regrowth, such bacteria are still antibiotic sensitive (see the Per-
spective by Levin). Balaban et al. (p. 1622, published online 12 August 2004;) investigated
the growth dynamics of various mutant and wild-type Escherichia coli using a microfluidic
device to track individual organisms. At least three different phenotypes were revealed.
Those with a normal growth rate were killed. Type I persisters exited stationary phase very
slowly—hours rather than minutes after nutrients were restored. Type II persisters arose
by a spontaneous switch from the normal growth rate to grow consistently more slowly,
regardless of growth conditions, and, rarely, could switch back to the normal growth rate.
Many pathogens have become resistant to the β-lactam antibiotics, like penicillin, by a va-
riety of mechanisms, including mutation of penicillin-binding protein genes, destruction of
the antibiotic by β-lactamases, or by inhibition of uptake by the bacterial cells. Miller et
al. (p. 1629, published online 12 August 2004; see the Perspective by Levin) describe an-
other mechanism for avoiding the lethal effects of antibiotics. Damage to penicillin bind-
ing protein 3 activates the DpiBA two-component signal transduction cascade and even-
tually triggers the SOS DNA repair response. When SOS kicks in, cell division pauses, and
the bacteria escape lethal damage, at least from short-term antibiotic exposure, because
synthesis of new cell walls shuts down.

Tracking Iron Sources of Pathogenic Bacteria 
In geochemistry, different isotopes are classically used to track the source of an element.
Skaar et al. (p. 1626; see the Perspective by Rouault) have devised a technique for use in
living systems that combines stable isotope labeling with computational genome analysis.
They could distinguish whether iron was taken from heme or from transferrin by the path-
ogenic bacterium Staphylococcus aureus, and discovered a previously unrecognized heme
uptake system. Mutations in this system attenuate pathogenicity in model infections in
the worm, Caenorhabditis elegans, and in the mouse. Drugs that target this system could
prove useful in treating human infections.

Falling Together
Although coevolution has led to the tight interdependence of many species, little is known
of the frequency with which the demise of one species causes the demise of another. Koh
et al. (p. 1632) present a probabilistic model, scaled with empirical data, to estimate the
number of such coextinction events across a wide range of coevolved systems. From this
analysis, they derive a quantitative estimation of the possible cascading effects of species
loss of endangered taxa. This work has implications for the understanding of historical 
extinctions and coevolution, as well as the conservation of biodiversity.
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P
rogress in science depends heavily on the worldwide exchange of ideas, information, data,
materials, and people. Although the Internet has accelerated information exchange and cre-
ated virtual scientific communities, personal interactions at international scientific meetings
are vital for the development and communication of scientific knowledge. In a world of in-
creasing military, political, and religious conflict, how should scientists and international
scientific organizations decide where to hold their meetings and whom to invite? Should sci-

entists and their representative bodies boycott certain countries?
Personal conscience will direct the decisions of individual scientists about which meetings to attend.

But independent scientific organizations and meeting organizers are in a different situation: They should
ground their decisions on principles accepted by the scientific community. The Principle of the Univer-
sality of Science, articulated in the International Council for Science’s Statute 5 (see www.icsu.org),
provides relevant guidance. The essential elements of the principle are nondiscrimination and equity: All
scientists should have the possibility of participating without discrimination and on an equitable basis
in legitimate scientific activities, including attendance at international meetings.

In practice, the Principle of Universality means that any country is a legitimate
host if it is willing to host scientific meetings at which scientists from all other
countries are considered without discrimination as possible attendees. Conversely, a
country that denies access (normally by refusing to grant entry visas) to scientists
from other countries should be considered an unsuitable host. Naturally, other fac-
tors such as legitimate concerns for personal security might affect the selection of a
meeting venue. What is essential is that those making the choice do so without dis-
criminating on the basis of such factors as politics, ethnicity, or religion.

One topic has caused particular angst both for individual scientists and for sci-
entific organizations in selecting meeting venues. It is the record of the proposed
host country with respect to human rights. If freedom of expression is suppressed,
or if universally accepted rights are denied to some on grounds such as gender,
should scientists attend such a meeting? For the individual attendee, that’s a chal-
lenge to personal conscience. But the Principle of Universality would argue that a
government’s disrespect for human rights alone is not a valid reason for refusing to
consider that country as a meeting venue. If such a nation were willing to hold an
international scientific meeting equitably, scientific organizations and scientists
should be willing to consider attending. Indeed, such meetings may provide occasions to demonstrate sol-
idarity with otherwise isolated national scientific communities. It would be naïve to ignore the possibility
that a political regime might use the hosting of an international scientific meeting to confer legitimacy on
its other policies, including restrictions on human rights. Even under those circumstances, however, scien-
tists are often able to communicate in ways that help refute such attempts at distortion. 

It is worth noting that this principle is consistent with other rules we apply in science. Two years ago,
a group of investigators refused to send special materials used in a published paper to scientists from
another nation, on the grounds that they had strong objections to the policies of the nation from which
the requesting scientists came. Because the refusal violated standard journal policies governing the shar-
ing of data and materials, the journal required that the materials be sent.

In an increasingly complex world, adherence to the Principle of Universality is critical if the inter-
national scientific community wants to continue to meet and exchange freely. To start picking and
choosing countries as meeting hosts on the basis of politically dictated factors, including the important
issue of human rights, is to step onto a slippery slope. In truly exceptional circumstances, such a step
could be justified. If so, however, the decision-makers would need to be confident that they themselves
were not being discriminatory or inequitable, and that the potential benefit to society clearly outweighed
the costs imposed by the restrictions. By actively supporting universality, the international scientific
community could by its own example help ameliorate the discriminatory policies and practices that re-
grettably do exist in many countries. 

Jane Lubchenco
Goverdhan Mehta

Jane Lubchenco is president of the International Council for Science (ICSU) and Distinguished Professor at Oregon State
University in Corvallis, Oregon. Goverdhan Mehta is president-elect of ICSU and a professor at the Indian Institute of
Science in Bangalore, India.
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I M M U N O L O G Y

Inciting Local
Reactions
Most immune responses kick
off within the lymph nodes
and spleen, which are distal
to sites of infection. In these
secondary lymphoid organs,
naïve B and T lymphocytes
are introduced to antigens
that have been delivered from
the infected tissue and, once
activated, they then disperse
to deal with the pathogen.

Moyron-Quiroz et al. show
that a distinct lymphoid tis-
sue that forms locally at the
site of infection contributes
to clearing a respiratory virus.
In mice engineered to lack
lymph nodes and spleen (SLP
mice), the appearance of acti-
vated B and T lymphocytes in
response to influenza virus
infection was found to be 
delayed but not otherwise
impaired. Histological exami-
nation of lungs from these
infected mice revealed sites
with induced bronchus-
associated lymphoid tissue
(iBALT). Although the path-
ways leading to iBALT forma-
tion appeared distinct from

those involved in the devel-
opment of conventional lym-
phoid tissue, these sites pos-
sessed organized regions of
proliferating T and B cells
equivalent to those normally
found in lymph nodes and
spleen. Furthermore, SLP mice
cleared virus efficiently
and with reduced im-
mune pathology, sug-
gesting that iBALT may
support locally efficient
pathogen clearance while
minimizing the global
cost of a systemic im-
mune reaction. — SJS

Nature Med. 10.1038/nm1091
(2004).

G E O L O G Y

Mass Wasting

Taiwan consists of an
active mountain belt,
produced by the colli-
sion of the Eurasian 
and Philippine Sea
plates, which forms the
spine of the island. The
mountains are being eroded
by the many landslides
caused by earthquakes and
typhoons. Taiwan averages
about four typhoons per

year, and on 25 August
2004, Typhoon Aere 
produced wind damage,
landslides, and flooding on
the northeastern coast.

Dadson et al. have meas-
ured the changes in sediment
concentrations in rivers 

(normalized to the water 
discharge rate) for a typhoon
(Herb, August 1996), earth-
quake (moment magnitude
7.6 Chi-Chi, September 1999),

typhoon (Toraji, July 2001)
sequence. They found that
at any given water discharge
rate, the sediment load car-
ried by a flood increased by
a factor of 4 in the epicen-
tral area: The earthquake,
which produced 20,000
landslides, increased the rate
of erosion, the amount of
sediment delivered to the
watershed, and the amount
of sediment that is ulti-
mately deposited in marine
basins around the coast. Not
only do these destructive
events provide a natural lab-
oratory to measure rates of
erosion directly, but this par-
ticular sequence suggests
that prehistoric large earth-
quakes and their rate of re-
currence might be decipher-
able from the offshore 
sedimentary record. — LR

Geology 32, 733 (2004).

C H E M I S T RY

A Mercury Bridge

Environmental contamination
by mercury and other heavy
metal ions is a growing prob-
lem, and detection requires
sensors that are both highly
selective and sensitive. Ono
and Togashi have developed 
a DNA-based sensor that
meets these requirements.
Their 22-nt oligo contains
two 9-nt mercury-binding 
sequences and a 4-nt linker,
and is capped by a fluo-
rophore at one end and a 
fluorescence quencher at the
other. When Hg2+ ions bridge
apposing thymines, the 
fluorophore and quencher are
brought together in a hairpin
configuration, and fluores-
cence drops. The sensor is
more sensitive (40 nM) than
previously reported small-
molecule sensors and can 
detect Hg2+ ions even in the
presence of a 10-fold excess
of other heavy metals. — JFU 

Angew. Chem. Int. Ed. 43, 4300 (2004).
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Map showing the paths (blue) of four
recent typhoons, the Chi Chi event,
and the normalized change in suspend-
ed sediment load (color scale).
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Rapid Fin Movement Sleep
Coral and fish species often live in mutualistic associations, in
which both partners benefit from the other’s presence. For the
fish, the association is usually obligatory, as they depend on
the coral for both shelter and foraging (for zooplankton). The
corals can survive on their own, but nevertheless show faster
growth and greater reproductive output when fish are present;
fish enhance nutrient input to corals via excretion and can pro-
tect them from predators and clear them of sediment.

Goldshmid et al. have documented another mechanism by
which fish can benefit coral. In a reef of branching coral near the
Red Sea port of Eilat, sleeping zooplanktivorous fish aerate their
coral hosts at night.The fish, which were filmed by infrared video
camera in their resting positions among the coral branches,
spend the night sleep-swimming with their fins in vigorous mo-

tion. In the absence of fish, measurements showed that oxygen availability to the corals was se-
verely reduced, to less than 30% of ambient levels.These observations may explain how dominant
branching corals (whose morphologies hinder the free flow of water) can inhabit zones of rela-
tively calm water. — AMS

Limnol. Oceanogr. 49, 1832 (2004).

Dascyllus marginatus swimming
among Stylophora pistillata.
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C E L L  B I O L O G Y

Putting Supplies to Use

The fragile X mental retardation protein
(FMRP) is an RNA-binding protein that is
highly expressed in neurons. Absence of
the protein results in fragile X syndrome,
the most common form of inherited men-
tal retardation, and, in a mouse knockout,
the abnormal development of dendritic
spines, which may result in  deficits in
long-term synaptic plasticity. Previous
work has suggested that FMRP regulates
the neuronal trafficking messenger RNAs
(mRNAs) and represses trans-
lation of these mRNAs.

Two groups, Stefani
et al. and Khandjian et
al., describe the asso-
ciation of FMRP with
polyribosomes—large,
rapidly sedimenting gran-
ules containing mRNAs and
ribosomes—and these appear
to be actively translating
conglomerates because
Stefani et al. show
that the ribosomes

can be released by the translational in-
hibitor puromycin. A clue to how FMRP
might be involved in delivery, repression,
and use of its mRNA cargo comes from
results reported earlier by Antar et al.
Using high-resolution fluorescence mi-
croscopy, they show that FMRP-contain-
ing granules are localized to dendritic
spines and that stimulation, either
through KCl depolarization or via
metabotropic glutamate receptors,
dynamically regulates FMRP localization
in dendrites and at synapses. Thus, the
apparently contradictory functions of 
FMRP may simply reflect where in the
supply line one looks. — GJC 
J. Neurosci. 24, 7272 (2004); Proc. Natl. Acad. Sci. U.S.A.

101, 13357 (2004); J. Neurosci. 24, 2648 (2004).

B I O C H E M I S T RY

A Neatly Pleated Sheet

Amyloid diseases such as Alzheimer’s dis-
ease are characterized by a buildup of in-
soluble protein aggregates in tissues.
These aggregates are formed by the con-
version of normal soluble proteins into

insoluble self-assembling fibrils via a sol-
uble oligomeric intermediate that may be
toxic to cells. An antibody that binds
specifically to the oligomeric intermedi-
ates of several different amyloid proteins
blocks toxicity, suggesting that the inter-
mediates may share a common structure.

To identify what this structure might
be, Armen et al. have modeled the con-
formational changes of four amyloid pro-
teins under the low pH conditions that
favor amyloid fibril formation. From their
molecular dynamics simulations, they
conclude that a key step in oligomeric 
intermediate formation is the acquisition
of an α-pleated sheet that could be the
target of the toxicity-blocking antibody.
The α-pleated sheet, a secondary struc-
tural motif proposed more than 50 years
ago by Pauling and Corey, has garnered 
little attention because it is rarely found

in proteins. The α-pleated sheet has a
residue length of 3.0 Å compared to
3.3 Å for the more common β-sheet

conformation found in many proteins.
The hunt is on to find this α-pleated sheet
structure in the test tube; if it exists, such
an unusual structure would be a valuable
target for designing therapeutics. — OMS 

Proc. Natl. Acad. Sci. U.S.A. 101, 11622 (2004).

PA L E O E C O L O G Y

Turning Over a New Leaf

Plants form the basis of most ecosys-
tems, and understanding their turnover
at the Cretaceous-Tertiary boundary is
critical for determining the environmen-
tal effects of the large asteroid impact
that seems to have triggered the mass
extinction. Wilf and Johnson have studied
in painstaking detail a section in North
Dakota that spans the boundary and,
when combined with other sections in
North America that seemed to bear
much of the brunt of the impact, helps
document the effects of the extinction
and earlier climate changes during the
Cretaceous. Analysis of both leaf fossils
and pollen shows that in all, about one-
third to three-fifths of plant species in
North America became extinct at the
boundary, a bit lower than most previous
estimates. Additional extinction occurred
as a result of gradual global cooling dur-
ing the latest Cretaceous. Most of the
survivors were minor contributors to
the Cretaceous ecosystem, yet they
dominated the subsequent ecosystems
in the Tertiary. — BH 

Paleobiology 30, 347 (2004).
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Reconstruction of a dendritic spine (green)
showing FMRP granules (red) in the neck
and head, and the presynaptic marker
synapsin (blue).
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T O O L S

Getting More Out
of Gene Chips
Microarrays yield prodigious
amounts of data on gene activity,
but the sheer volume can leave researchers asking, “What does
it all mean biologically?” says molecular pharmacologist John
Weinstein of the National Cancer Institute. This collection of
tools crafted by Weinstein and colleagues can help the flum-
moxed winnow their results. For example, MatchMiner copes
with what Weinstein calls genomics’s “Tower of Babel”: Different
databases and gene chip–makers often apply different names to
the same gene. Multilingual
MatchMiner can translate be-
tween, say, GenBank and Uni-
gene nomenclature. Another
tool, GoMiner, helps collate and
interpret genes by function.The
site’s newest offering, based on
the team’s paper last month in
Cancer Cell, lets you download
and analyze expression profiles
for the ABC transporter genes.
Some of these genes help 
tumors evade cancer drugs.

discover.nci.nih.gov

I M A G E S

Protozoans on
Parade
Protist Image Data, hosted by
the University of Montreal in
Canada, holds information for

everyone from students
studying classifica-

tion of algae to
r e s e a r c h e r s
hoping to cultivate parasitic amoebas. Visitors

can explore the biology of some 20 genera of
protozoa and algae, such as the ocean-

dwelling photosynthesizer Halo-
sphaera (left). An introductory
page puts each group in evolu-
tionary context. From there,

you can study close-ups that
delineate internal and external

structures of the cells, get the latest
on taxonomy and classification, or read

about the creatures’ form of reproduction (for Halosphaera, it’s
asexual). The site also lists sources that provide cultures of 
the organisms.

megasun.bch.umontreal.ca/protists

B I B L I O G R A P H Y

Developing a Gut Reaction
If you’ve ever gotten sick after eating oysters, even smelling the
shellfish can be revolting.This powerful reaction is a prime example
of a conditioned taste aversion, in which animals learn to shun foods
they associate with nausea. Round up the latest research in the field
or delve into its history with this bibliography from researchers at
American University in Washington, D.C. The collection lists nearly
2800 references (including the original description of taste aversion
in a 1955 Science paper), many with abstracts or PDFs.

www.ctalearning.com

E D U C AT I O N

Dust to Dust
You probably shouldn’t drop by
during lunch, but this Web site is
worth visiting if you’re curious
about what happens to the body
after death. Reflecting the ghoul-
ish interests of ecologist Richard
Major of the Australian Museum
in Sydney, Decomposition lets
you track the progress of decay

with photos and time-lapse video.This piglet (below) has reached the
sixth and final stage, with only hair and bones remaining, a point that
usually takes 7 to 52 weeks.You can also read profiles of the “corpse
fauna”—the waves of flies, moths,
and bacteria that munch on and
transform the cadaver.

Major disinters a wealth of in-
triguing factoids about our return to
dust. For example, although brain
cells usually perish within minutes of
our demise, cells in the bones and
skin can persist for days. And fat de-
posits can form “grave wax,” or adipocere, a white substance that
slows decay and has been found on 100-year-old corpses.

www.deathonline.net/decomposition/index.htm

Send site suggestions to netwatch@aaas.org. Archive: www.sciencemag.org/netwatch

D ATA B A S E

Down at the 
Frog Pond
The world’s nearly 5700 amphibian
species encompass baritone bull-
frogs bellowing for a mate and
wormlike caecilians slithering silent-
ly through tropical soils, tiny Brazil-
ian frogs that could hide under a
dime and lumbering salamanders
big enough to tangle with an alliga-
tor. A clearinghouse of data on this multifarious group is 
AmphibiaWeb, sponsored by the University of California,
Berkeley. The site is partway to its goal of posting a page for
each amphibian species, with information on taxonomy,
distribution, behavior, and conservation. Along with the more
than 1000 species accounts, AmphibiaWeb holds recordings
of nearly 100 frog calls and over 4000 photos. Above, the
eastern newt (Notophthalmus viridescens), which lives from
Nova Scotia to Florida.

www.amphibiaweb.org

NETWATCH
edited by Mitch Leslie
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Busquin
leaves his
mark

Plankton
and ocean
warming

Th is  We e k

President George W. Bush may end up doing
California stem cell researchers a huge favor.
Spurred by the Bush Administration’s restric-
tions on funding for human embryonic stem
(ES) cells, patient advocates, venture capital-
ists, and research leaders have launched a
campaign to persuade California voters to
pass an unprecedented ballot proposal, called
Proposition 71, that would allocate $3 bil-
lion for the field over the next 10 years.

If the measure passes in Novem-
ber—and early polls say it’s still too
close to call (Science, 27 August, p.
1225)—California would spend nearly
$300 million a year on human ES cell
research, almost 50% more than the
$214 million the National Institutes of
Health (NIH) spent on all human stem

cell research—both embryonic and non-
embryonic—in 2003. “It will change the
landscape of where this work is done,” says
Douglas Melton of Harvard University, who
because of the White House’s restrictions has
had to set up a privately funded lab to derive
new human ES cell lines. “California will
become a hotbed of stem cell research.”

Supporters of Proposition 71 have raised
more than $11 million from donors such as
Microsoft’s Bill Gates and eBay founder
Pierre Omidyar and his wife, Pamela. In the
coming weeks, they plan to make their case
for the measure with television, radio, and
newspaper ads arguing that the investment
will speed discovery of cures for dozens of

diseases, cut health care costs, and boost
California’s economic recovery. 

But some skeptics, including supporters of
public funding for human ES cell research,
say the plan is too expensive for a state facing
multibillion-dollar budget deficits. A group
called Doctors, Patients and Taxpayers for
Fiscal Responsibility has led opposition to

the measure, objecting to its cost
as well as its focus on embryo-
derived cells.

While Proposition 71 propo-
nents say the opportunity for citi-
zens to vote directly for science
funding is an unprecedented
chance for outreach, others worry
that the political slogans could
mislead voters and raise unrealis-
tic expectations for miracle cures.
“The argument that they use is that
it’s going to save lives. That’s a
good argument, politically, but in

reality that’s nuts,” says George Annas, a
bioethicist at Boston University. “Someday,
hopefully, that’s going to happen, but not in
the next year or 2 or 10.”

Proposition 71 is the brainchild of real es-
tate developer Robert Klein II, whose son
with juvenile diabetes and mother with
Alzheimer’s disease inspired his support for
stem cell research. Following the decision that
NIH funding for human ES cell research
would be limited to cell lines created before 9
August 2001, California, like several other
states, passed a bill explicitly allowing the der-
ivation and use of new ES cell lines. But pro-
ponents soon realized that the measure meant
little without any funding attached, says cell

biologist Lawrence Goldstein of the Univer-
sity of California, San Diego.

Going further than the previous law,
Proposition 71 would change the state’s con-
stitution, giving researchers the explicit right
to conduct research with pluripotent stem
cells, including cells created from embryos
generated by couples undergoing fertility
treatments or by somatic-cell nuclear transfer
(SCNT). It would also authorize the state to is-
sue $3 billion in bonds to establish the Califor-
nia Institute for Regenerative Medicine, a
funding body that would disburse grants for
buildings and research projects—an average
of $300 million per year for 10 years.

The money would go to stem cell re-
search that NIH cannot fund—namely, de-
riving or studying new human ES cell lines
and working on human SCNT. It would po-
tentially boost medical research funding in
the state by 10% a year. (California scien-
tists received about $3 billion from NIH last
year, according to Goldstein.)

“I know these numbers seem immense,”
says Irving Weissman, a stem cell biologist
at Stanford University and one of the initia-
tive’s main backers. “I’ll just say that it
shocked me” on first hearing, he says. But
building buildings and conducting clinical
trials—two of the tasks spelled out in the
Proposition 71 proposal—can quickly con-
sume tens of millions of dollars a year, he
says. “Now it doesn’t shock me at all.”

The sums still stun some observers. “I
think [$3 billion] is excessive in a state that
is broke and cutting health services for their
poor,” says Annas, who notes that he
nonetheless wholeheartedly supports federal
funding for such research.

With respect to Annas’s concern that the
potential of stem cells is being oversold to
voters, Weissman agrees that the nuances of
the complicated field can get lost when dis-
tilled into a political slogan. “I say it all the
time: ‘Don’t expect any cures from this in
the next 5 years,’ ” he says. “Every time a
public relations sort of person tries to talk
about cures, I tell them you can’t say that
without qualifications. It’s just not right.”

What most excites scientists is hard to sell
in a 30-second ad spot, says Fred Gage of the
Salk Institute for Biological Studies in La Jol-
la. Although transplant therapies aren’t likely
to be ready within a decade, he says, stem
cells will provide insights into many diseases.
“Stem cell biology, and particularly human
embryonic stem cells, will be a tool that every
lab interested in biological sciences in the

California Debates Whether to
Become Stem Cell Heavyweight

S T E M  C E L L  P O L I T I C S

Stem cell swing vote? Governor Arnold Schwarzenegger has
stayed silent on the state’s Proposition 71, which would fund
human embryonic stem cell research.

�

Proposition 71 at a Glance

• Establishes constitutional right to create and
work with pluripotent stem cells, including
those created by nuclear transfer.

• Allocates $3 billion in bond proceeds to stem
cell research that NIH is not allowed to fund.

• Establishes California Institute for
Regenerative Medicine to administer grants
averaging $300 million per year for 10 years.
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world will have to have” to test whether ani-
mal-based observations are true for human
cells, says Gage. “We are asking the public of
California to recognize the value that basic
scientific discovery has on their lives. That’s
pretty ‘out there.’ We are giving the Californ-
ian voter credit for being smart enough to un-
derstand this.”

Proponents of Proposition 71 also tout the
potential economic boost the funding could
give the economy. Cures for chronic diseases
such as juvenile diabetes would save $1 bil-
lion a year in health care costs in the state,
Goldstein says. And he and others argue that
tax revenues and royalties from companies
spun off from new discoveries will help offset
the $6 billion it will cost to pay off the bonds
over 30 years. “You could think of it as an in-

tellectual stimulus package,” Gage says.
But even if scientists develop a stem

cell–based cure for diabetes, counters An-
nas, it would likely be so expensive that
overall savings would be minimal.

The potential involvement of industry
worries other observers. Richard Hayes of the
Center for Genetics and Society in Oakland
says that his group is concerned about the
prominent role that industry representatives
may have on the Institute for Regenerative
Medicine’s Independent Citizen’s Oversight
Committee. According to the proposition, the
panel will include representatives from pa-
tient advocacy groups, universities, research
institutes, and at least three biotech compa-
nies. “We’re pro-science, pro-choice, and
support public funding for stem cell re-

search,” he says. “But we’re concerned that
Prop 71 gives interested parties enormous
power over a huge sum of public funds and
restricts public accountability.”

Whether voters will really understand
such details before the election is far from
clear, says Annas: “My guess would be that
no one who is not directly involved will
have read this initiative, and not more than a
tiny percentage of voters really understand
what this is about.”

One wildcard is California’s governor,
Arnold Schwarzenegger. The state Republi-
can party has come out against Proposition
71, but the pro-choice Republican governor
has stayed quiet. The governor’s support of ei-
ther camp could decide the race, Weissman
predicts. –GRETCHEN VOGEL

In what has become a depressingly familiar
story line, a leading AIDS vaccine strategy
has failed to live up to expectations in hu-
man studies.

An international team led by Andrew
McMichael, an immunologist at Oxford Uni-
versity in the U.K., reported last week at an
AIDS vaccine meeting in Lausanne, Switzer-
land, that only 20% of 205 participants in the
study had had the critical immune response
the researchers had hoped to elicit. Like many
who attended the meeting, Anthony Fauci,
head of the National Institute of Allergy and
Infectious Diseases (NIAID), says the meager
response surprised him. “It was dreadfully
low,” says Fauci.

The 4-year-old study, funded by the New
York City–based International AIDS Vaccine
Initiative (IAVI), is taking place in five coun-
tries, but these preliminary results are from
the United Kingdom, Kenya, and Uganda.
Although many AIDS vaccines have focused
on triggering production of antibodies that
prevent HIV from infecting cells, this trial
tested whether two vaccines in combination
could stimulate the so-called cellular arm of
the immune system, which clears cells that
the virus manages to infect. The study built
on provocative evidence from HIV-exposed
but uninfected sex workers in Nairobi and the
Gambia. McMichael and other researchers
found that these subjects had developed cellu-
lar immune responses to the virus (Science,
23 June 2000, p. 2165).

The closely fol-
lowed study has broad
implications because
several other research
groups are pursuing
similar approaches.
Both vaccines rely on
harmless vectors to
shuttle an HIV gene
(gag) and other small
pieces of the virus 
into the body. The
“priming” vaccine
splices the viral com-
ponents into a ring of
bacterial DNA, and
the researchers follow
it with a “boost” that
delivers the same
HIV ingredients by
means of an experimental smallpox vaccine
called modified vaccinia Ankara (MVA). 

The McMichael team measured the abili-
ty of the prime-boost vaccination to turn up
production of the biochemical messenger in-
terferon γ in response to HIV, an indicator
that the immune system has launched a cel-
lular attack against the virus. The negative,
preliminary results led IAVI to scotch plans
to expand the MVA/DNA trials to other
countries, but the researchers will complete
those that are under way.

McMichael says their results may be dis-
appointing in part because the team was very

stringent in how it defined a positive interfer-
on γ response. But he also suspects that the
DNA prime, which works well in mouse ex-
periments, didn’t do its job. “I think DNA is
a poor primer in humans,” says McMichael,
who notes that it has performed badly in
other human studies. Yet there’s no denying
the new data call into question the worth of
MVA. “Is this the death knell for all MVAs?”
asks Cornell University’s John Moore, a
member of NIAID’s AIDS Vaccine Research
Working Group. “If other MVAs are no
more immunogenic than McMichael’s, this
has major strategic impact.”

A I D S  VA C C I N E S

HIV Dodges One-Two Punch 

Clinical study. Research in this Nairobi clinic found that HIV-ex-
posed but uninfected sex workers had developed cellular immune re-
sponses to the virus. The vaccine failed to produce that response.
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“Before we throw away the platform, I
think it’s worth doing more studies with
MVA,” says IAVI’s Emilio Emini, who for-
merly headed the AIDS vaccine program at
Merck & Co., noting that IAVI has two new
MVA projects in the works. “By this time
next year, we’ll know whether the whole
platform is in trouble.” 

McMichael urges people to keep his
group’s data in perspective. “People have un-
real expectations that a vaccine is just around
the corner,” says McMichael. “Getting the
vaccine is going to be a slow building
process. If something doesn’t work, you have
to reshape it. We want to regroup and keep
going. And I don’t think someone else is go-

ing to solve it in the next 3 months.” His lab
also plans to continue a small “therapeutic”
study of the vaccines, intended to boost im-
mune responses in HIV-infected people who
are receiving antiretroviral drugs.

Seth Berkley, the head of IAVI, says it’s
critically important to pull the plug when
confronted with disappointing results—a
step that is all too often delayed in AIDS
vaccine research. “The hardest decisions are
going to be dropping things, not keeping
things alive,” says Berkley. “I’m quite proud
that we took an idea that has been on the
agenda since 1993 and got what would ap-
pear to be a definitive answer in a short pe-
riod of time.” –JON COHEN
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Big Bucks for Buck Rogers
NASA may need up to $32 billion more
than it currently estimates for its proposed
human exploration effort.The $127 billion
figure, suggested this week by the Congres-
sional Budget Office (CBO), is a third higher
than what the agency envisions spending to
return humans to the moon by 2020 and
take the first steps toward Mars.

NASA managers have argued that they
can keep the costs of the Bush Administra-
tion’s exploration plan within the agency’s
current $15 billion annual budget by using
robotic technologies while retiring the shut-
tle and space station. But the study by CBO,
Congress’s bipartisan accounting arm, ex-
presses skepticism that those savings will
materialize.Without huge funding increases,
it warns, NASA will have to divert nearly half
of planned aeronautics and science spending
to exploration. Overall, CBO estimates that
NASA may need a budget two-thirds larger
than its current allocation by 2015 in order
to meet its exploration schedule.

Such predictions may make it more
difficult for NASA to persuade Congress,
which returned from a summer recess
this week, to begin funding its explo-
ration program. –ANDREW LAWLER

CITES Withholds Caviar Quotas
Conservationists are welcoming a move by
a United Nations agency that effectively
suspends international trade in this year’s
caviar (sturgeon eggs) from the Caspian Sea
region by delaying new export quotas.

Some scientists say that five Caspian
states—which supply 90% of the world’s
caviar—have obscured overfishing by
overstating the health of wild sturgeon
stocks. Last March, a committee of the
U.N.’s Convention on International Trade
in Endangered Species of Wild Fauna and
Flora (CITES) asked its secretariat to de-
termine whether the exporters were
complying with a global sturgeon conser-
vation agreement (Science, 26 March, p.
1955). But the nations have yet to pro-
vide needed information, says James
Armstrong, deputy secretary general of
CITES. In particular, estimating levels of
illegal fishing in order to set sustainable
quotas has proved “difficult for them …
almost impossible,” he says.

The 166 CITES members are now like-
ly to bar Caspian caviar imports until the
quotas are approved. Exporters, mean-
while, would like new numbers approved
by November, so they can sell during the
peak holiday season. Existing stocks will
remain on the market.

–FIONA PROFFITT

ScienceScope

TOKYO—Operating on the principle that it
doesn’t hurt to ask, Japan’s Ministry of Edu-
cation, Culture, Sports, Science, and Tech-
nology has submitted requests for sizable
spending increases in next year’s budget.
That strategy, combined with the govern-
ment’s repeated promise to bolster research,
helped make science
one of the few win-
ners in this year’s
budget. And policy-
makers predict it will
work again.

“I don’t know
that [the overall 2005
science budget] will
increase, but it may
not decrease,” says
Reiko Kuroda, a
chemist at the Uni-
versity of Tokyo and
a member of the
Council for Science
and Technology Poli-
cy, which will vet the
requests before they
go to the Finance
Ministry. That would
be quite an achievement, she says, as “all
other [spending categories] are likely going
down” as the government tries to reduce a
ballooning deficit. The ministry’s current
budget is $33 billion, and the council staff is
still reviewing the 2005 requests submitted
at the end of last month. 

Those requests, for the fiscal year start-
ing in April, include increases of 32% for
life science research, 23% for environmental
studies, and 46% for nanotechnology. The
ministry also wants to pump up spending on
competitive grants in a last-ditch effort to
fulfill a promise to double such research
over 5 years. 

Among the life sciences, the ministry is
seeking a 48% boost, to $36 million, for a
project headed by geneticist Yusuke Nakamu-
ra of the University of Tokyo to link single-
nucleotide polymorphisms to diseases and
adverse drug reactions, as a step toward tai-
loring medical treatments to an individual’s

genetic characteristics. It
has also asked for an 18%
hike, to $97 million, for
the fourth year of a 5-year
effort to resolve the struc-
tures of 3000 proteins in
order to improve under-
standing of protein func-
tion and identify possible
drug targets. “So far we
have produced more than
the promised number of
protein structures,” says
Shigeyuki Yokoyama, a
biophysicist at the RIKEN
Genomic Sciences Center
in Yokohama, who leads
the project.

Japan’s current 5-year
science and technology
plan pledged to double

(from roughly $2.7 billion in 2000) the
amount of money disbursed through competi-
tive grants (Science, 27 June 2003, p. 2027).
Although the government may get only
halfway to that goal, planners at the Educa-
tion and other ministries are emphasizing
competitive grants in their 2005 requests. The
bulk of the boost for nanotechnology and ma-
terials sciences, for example, would go to a
$56 million competitive grants program, and
the only major new program in the life sci-
ences would provide $88 million to address
emerging diseases (for example, SARS and
avian influenza), molecular imaging, and oth-
er “social needs.” –DENNIS NORMILE

Science Ministry Puts In for Big Increases
J A PA N  B U D G E T

Unfolding story. RIKEN’s Shigeyuki Yokoyama
hopes protein project gets a raise next year.
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NIH Proposes 6-Month Public Access to Papers
The National Institutes of Health (NIH) has
released a draft policy aimed at increasing
public access to the results of NIH-funded re-
search. The proposal issued 3 September in
the NIH Guide* would require grantees to de-
posit copies of their papers in NIH’s free
PubMed Central archive
once they have been ac-
cepted by a journal.
Manuscripts would be
posted online 6 months
after publication.

In July, a congres-
sional spending panel
recommended that NIH
post NIH-funded manu-
scripts within 6 months
of publication, or imme-
diately if NIH grants
were used to pay publi-
cation costs. The lan-
guage, part of NIH’s
pending 2005 budget,
triggered frenzied lobbying on all sides. Li-
brarians, patient organizations, and scientists
who think taxpayers should have easier ac-

cess to NIH-funded research urged NIH to
follow the House language. Commercial pub-
lishers and many scientific societies lobbied
against a mandatory plan, saying it could
bankrupt many journals.

NIH Director Elias Zerhouni, who has
held meetings recently with inter-
ested groups, told scientists last
week that 6 months was “reason-
able” (Science, 3 September, p.
1386). The draft policy is similar
to the House language: Investiga-
tors will submit their final, peer-
reviewed manuscript to PubMed
Central. Journals can ask NIH to
replace the manuscript with the
published paper, sooner than 6
months if they wish. NIH plans
to take comments for 60 days and
will also post the draft policy in
the Federal Register.

“We’re strongly behind it,”
says Richard Johnson of the

Scholarly Publishing and Academic Re-
sources Coalition. His group “would have
preferred immediate access, but we see this
as an important step forward.”

Scientific societies had a mixed reaction.
Alan Leshner, executive director of AAAS

(which publishes Science), calls the policy “a
reasonable compromise” but says it “could
pose significant risk for some scientific soci-
eties.” And Martin Frank, executive director
of the American Physiological Society, calls
the plan “an unnecessary expenditure of fed-
eral funds for a redundant repository of peer-
reviewed literature.” He notes that most jour-
nals already provide back articles for around
$5 to $30, or for free after a certain period.
Frank also wonders how PubMed Central
will keep track of manuscripts submitted sep-
arately by co-authors of the same paper. “It
could be chaos out there,” he warns.

The Association of American Publish-
ers (AAP), which is also worried about the
policy’s impact on free markets, plans to
take its objections to senators Arlen
Specter (R–PA) and Tom Harkin (D–IA),
chair and ranking member, respectively, of
the Senate appropriations committee for
NIH, which will take up the spending bill
once it passes the House. “We think there
are a lot of questions that should be 
answered,” says Allan Adler, AAP vice
president for legal and governmental 
affairs. However, last week Specter told
The Washington Post that he does not 
intend to intervene. –JOCELYN KAISER

S C I E N T I F I C  P U B L I S H I N G

C
RE

D
IT

S 
(T

O
P 

TO
 B

O
TT

O
M

):
PE

TE
R 

PA
RK

S/
IM

A
G

EQ
U

ES
TM

A
RI

N
E.

C
O

M
;R

IC
K

 K
O

Z
A

K

Land plants and animals are already re-
sponding to global warming. Cherry
trees in Japan are blossoming ever ear-
lier in the spring, for example, and
some birds in northern Europe lay their
eggs sooner than they used to. The
oceans appear to be warming as well,
and several groups are studying how
the changes might be affecting marine
organisms. Now two papers provide
the most comprehensive, longest-term
look at the impact of rising tempera-
tures on ocean ecosystems.

On page 1609, Anthony Richard-
son, a numerical ecologist at the Sir
Alister Hardy Foundation for Ocean
Science (SAHFOS) in Plymouth,
U.K., and marine ecologist David
Schoeman of the University of Port Elizabeth
in South Africa show that the abundance of
plankton in the northeast Atlantic has shifted
with water temperature over the past 45
years. And in the 19 August issue of Nature,
Richardson and SAHFOS marine ecologist
Martin Edwards reported that the timing of

seasonal abundance of plankton has shifted
in ways that already may have radically dis-
rupted the food web. “These changes in the
plankton will almost certainly have huge im-
pacts on commercial fisheries and so will
have accompanying economic implications,”
comments marine ecologist Graeme Hays of

the University of Wales, Swansea.
Both sets of findings come from a unique

monitoring effort called the Continuous
Plankton Recorder survey, run by SAHFOS.
Since 1931, researchers have hitched small

sampling devices behind freighters
that ply the North Atlantic, and since
1997, in the North Pacific as well.
Every unit contains a long roll of silk
that collects plankton as it slowly
spools into an internal chamber. Each
10 centimeters of silk harvests about
18 kilometers’ worth of plankton,
which are identified in the lab. More
than 9 million kilometers have been
towed over the past 70 years. “It’s only
with data sets like this that we’re going
to be able to understand the impact of
climate change,” says biological
oceanographer Charles Greene of
Cornell University.

Using these data, SAHFOS re-
searchers have previously discovered
biological changes, such as the north-

ward shift of some plankton species in parts
of the northeast Atlantic (Science, 31 May
2002, p. 1692) and changes in the abun-
dance of a few species. The new Science pa-
per expands that effort by looking at more
than a hundred taxa, including phytoplank-
ton, such as diatoms and dinoflagellates;

Changes in Planktonic Food Web Hint
At Major Disruptions in Atlantic

C L I M AT E  C H A N G E

N E W S O F T H E W E E K

In flux. Plankton communities are changing radically in the
northeast Atlantic, a broad new study has found.

�

Timed release. NIH’s Elias Zer-
houni sets limit for posting papers.

*grants1.nih.gov/grants/guide/notice-files/
NOT-OD-04-064.html
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herbivores, such as crustaceans called cope-
pods; and carnivorous plankton, including
arrow worms and voracious crustaceans
called amphipods. 

Comparing the counts with changes in
sea surface temperatures in 20 regions of the
northeast Atlantic, Richardson and Schoe-
man found two patterns. Phytoplankton
tended to become more abundant when
cooler regions warmed, probably because
higher temperatures boost metabolic rates.
But they became less common when already
warm regions got even warmer, possibly be-
cause warm water blocks nutrient-rich deep
water from rising to the upper layers, where
phytoplankton live. That variable response
suggests that climate change will have re-
gional impacts on fisheries, Hays says.

Richardson and Schoeman also demon-
strated effects further up the planktonic food
chain. When phytoplankton bloomed, both

herbivores and carnivores became more abun-
dant. The pattern indicates that the planktonic
food web is controlled from the “bottom up,”
by primary producers, rather than from the
“top down,” by predators. That means climate
effects on primary producers could reach all
the way to fisheries. “To date, we are not very
good at detecting the consequences of plank-
ton changes for fisheries production or for the
rest of the marine ecosystem,” says fisheries
scientist Keith Brander of the International
Council for the Exploration of the Sea in
Copenhagen, Denmark. 

In the Nature paper, Richardson and Ed-
wards charted shifts in the timing of season-
al plankton blooms over the decades. Each
species has an annual cycle, and herbivores
and carnivores have evolved to exploit the
phytoplankton bloom. Since 1987, however,
the cycle’s peaks have shifted out of synch.
In places where waters have warmed, the

peak bloom of phytoplankton occurs 3
weeks earlier, but zooplankton grazers peak
only 10 days earlier. If the discrepancy caus-
es herbivores to go hungry, they could pro-
vide less prey for fish larvae and carnivo-
rous plankton. “These effects at the base of
the food web are so dramatic that they’re
bound to have an effect on the whole North
Atlantic ecology,” Edwards says. 

Measuring that impact will take a lot of
work, Greene says, because marine food
webs are extremely hard to untangle. Still, he
says, ecologists should be concerned, because
much more northeast Atlantic warming is
predicted. Brander expects further changes in
plankton abundance and timing as warming
continues. Although some species should
adapt, Edwards says, new communities will
also likely emerge. 

SAHFOS and others will be watching.
–ERIK STOKSTAD

Another secret nuclear program on the Kore-
an Peninsula is in the news, but this time it’s
the work of South Koreans that’s drawing
criticism. The International Atomic Energy
Agency (IAEA) announced last week that
South Korea had used a covert isotope-sepa-
ration program to create a few hundred mil-
ligrams of highly enriched uranium. The
technology, potentially an energy-saving
way to separate bomb-worthy uranium-235
from its less dangerous sibling uranium-238,
was tried and abandoned in the United
States and Russia over the past few decades.

Few details about the nature of the pro-
gram are available. However, faced with
IAEA inspections, the Republic of Korea
(ROK) admitted that several years ago its
scientists had produced small quantities of
near–weapons-quality uranium by using
lasers, apparently at a nuclear facility in
Taejeon, South Korea. Although the ROK
government is claiming that the laser-
separation project was run by a handful of
rogue scientists, proliferation experts be-
lieve that the program must have been
sanctioned by higher-ups.

“It’s their main nuclear research site,”
says nuclear proliferation expert David Al-
bright, president of the Institute for Science
and International Security in Washington,
D.C. “The scientists worked for a govern-
ment-owned agency, and they had to report
to their bosses.” Furthermore, nuclear ex-
perts say, the technology is too costly and in-
tricate for a small group of rogue scientists
to have pursued on its own.

The method in question is known as
atomic vapor–laser isotope separation

(AVLIS). AVLIS exploits a subtle difference
in how uranium-235 and uranium-238 ab-
sorb light. Because the two atoms have dif-
ferent masses, they absorb very slightly dif-
ferent colors of light. By shining a laser of
precisely the right color on a beam of

mixed-isotope uranium vapor, scientists can
induce the uranium-235 in the beam to ab-
sorb a photon of light and fly in one direc-
tion while the uranium-238 in the beam re-
mains unaffected. That’s the theory, anyway.

In practice, though, AVLIS hasn’t proven
useful for separating uranium on a large scale.
“There are no commercial programs” that use
lasers to separate uranium isotopes, says
Thomas Cochran of the Natural Resources
Defense Council in Washington, D.C. A
diplomat who is knowledgeable about nuclear

proliferation issues says the countries that
have tried it concluded “it was too expensive;
you could not produce enough [enriched ura-
nium] quickly.” In 1999, the United States
killed its own AVLIS program, developed at
Lawrence Livermore National Laboratory in

California and run by a private firm
based in Maryland.

Iraq and Iran also worked on
laser-separation technologies, often
with help from vendors in other
countries. “Laser enrichment is not
simple,” says Kenneth Luongo, ex-
ecutive director of the Russian-
American Nuclear Security Adviso-
ry Council in Washington, D.C. “In
the Iranian case, they once had a
deal with the Russians. In [the
South Korean] case, it’s not clear
where the technology would have
come from or whether it was devel-
oped indigenously.”

Albright says he would be dis-
turbed if the United States had been
involved. “But I’d be even more
worried if they’d made it them-

selves,” he says, because it would mean that
the technology isn’t prohibitively difficult to
develop. “It shows that, at the laboratory lev-
el, you can make nuclear materials.”

The few hundred milligrams of enriched
uranium are orders of magnitude less than
what’s needed to build a bomb. But producing
even that amount is a serious violation of the
nuclear nonproliferation treaty. “It’s not so
much the quantities but the fact that it wasn’t
declared,” says the knowledgeable diplomat.

–CHARLES SEIFE

South Korea Admits to Laser Enrichment Program
N U C L E A R  P R O L I F E R AT I O N

Spin control. Most countries have adopted nonlaser
methods for enriching uranium, such as spinning it in gas
centrifuges like these.
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BRUSSELS—Things didn’t look auspicious
for physicist Philippe Busquin when he was
nominated for Europe’s top science post in
1999. European scientists—many of whom
equate Brussels with bureaucracy—knew
next to nothing about the Belgian socialist
and career politician. During a stormy confir-
mation hearing, conservative members of the
European Parliament mounted a fierce attack,
alleging that Busquin was tainted by corrup-
tion scandals in the party he chaired and unfit
to be a credible manager. Busquin survived,
but one thing was certain: The new European
Commissioner for Research would have to
work hard to make his term a success.

Now that his 5-year tenure has come to an
end—Busquin is stepping down
this week to take a seat in the Eu-
ropean Parliament, ahead of the
departure of the rest of the Euro-
pean Commission on 1 Novem-
ber—the skepticism has evaporat-
ed. “He really has done a remark-
able job,” says Thomas Östros,
Sweden’s minister of science and
education. Östros credits Busquin
with a skillful campaign to get sci-
ence to the top of Europe’s politi-
cal agenda, crowned by an agree-
ment, signed in Barcelona in 2002
by E.U. member states, to drive to-
ward spending 3% of national in-
come on research and develop-
ment by 2010.

Busquin also launched the no-
tion of a European Research Area
(ERA)—Europe’s scientif ic
equivalent of a free trade zone—and maneu-
vered it into the text of the proposed Euro-
pean Constitution. He fought hard to fund
stem cell research and threw his weight be-
hind the creation of a European Research
Council (ERC), which would fund basic re-
search using no other criterion than excel-
lence. “For the first time, we had a commis-
sioner who was listening and who was re-
sponsive,” says Kai Simons, director of the
Max Planck Institute for Molecular Cell Bi-
ology and Genetics in Dresden.

Busquin had far better relations with the
European Parliament than did Edith Cres-
son, his controversial predecessor, whose al-
leged fraud triggered the downfall of the en-
tire commission in 1999. In part, this is be-
cause he’s a “modest and unassuming man,”
says Eryl McNally, a former British member
of the European Parliament. “Sometimes,
it’s the quiet ones who get things done.” 

In an interview with Science in his partly
packed-up office last week, Busquin said he
was proud of his tenure and a bit sad to leave

a post that satisfied his passions of science
and politics. He relished seeing top-notch re-
search up close, he says, from the vast parti-
cle smashers near Geneva to Europe’s moun-
taintop astronomical observatory at Paranal,
Chile. And the European Molecular Biology
Laboratory in Heidelberg is a “phenomenal
place,” he says. He devours its annual re-
search report: “It’s one of the most interest-
ing books I know.”

Busquin worries, however, that many Eu-
ropeans fail to see science’s beauty, let alone
its potential to foster economic growth. In-
vestment in research and development is
lagging, compared to the United States and
Japan, as young European researchers are

moving overseas. At the same time, China is
on the way to becoming a new scientific su-
perpower. With Europe’s aging population
and few natural resources, the continent’s
survival is at stake, he warns, and only sci-
ence and innovation will keep it competitive.

One response championed by Busquin
is the ERA: It aims to forge a Europe-wide
science policy, coordinate national funding
agencies, and remove barriers between E.U.
states that prevent researchers from relocat-
ing. Lining up political support among Eu-
ropean leaders for an overall increase in
spending was another. “The 3% really was
his own idea,” says Robert-Jan Smits, who
heads a directorate under Busquin. But
each country is responsible for its own
R&D spending, and even Busquin ac-
knowledges that many won’t meet the tar-
get. Still, he says, using periodic scorecards
produced by his staff, “we can now point
the finger at countries that have not done
their homework.”  

ERC was not one of Busquin’s ideas. But

once it arose in the scientific community, he
was a skillful enough politician to sense its
importance and embrace it, says Enric Ban-
da, a former head of the European Science
Foundation and director of the Catalan Re-
search Foundation. 

Still, there were problems that Busquin
could not solve. Scientists often gave him an
earful about the inescapable bureaucracy
that comes with applying for grants from the
E.U.’s gargantuan Framework research pro-
grams. Busquin acknowledges the problem
but says it’s difficult to amend, for various
reasons. However, he agrees that the new
ERC should keep paperwork to a minimum. 

Another disappointment for Busquin was
his failure to win support for using Frame-
work money to fund research on human em-
bryonic stem cells. Countries such as Ger-
many, Austria, and Ireland, which have

banned work that requires
the destruction of embryos,
fiercely opposed spending a
single euro on such contro-
versial studies and threatened
to sink the entire $17.5 bil-
lion 6th Framework Program
to make their point. “He took
a very firm stand in the inter-
est of science,” says Peter
Gruss, president of the Max
Planck Society. The battle
ended in a deadlock last
year; for the moment, studies
can be funded only after re-
view by a special committee
(Science, 12 December 2003,
p. 1872). 

Although he launched new
initiatives to boost biotech,
Busquin also acknowledges

that the deep-seated public resistance to ge-
netic engineering in Europe is hard to over-
come—even though he finds it troubling
sometimes. “When I see people uprooting 
trial fields, I find it completely unacceptable.
And I think Europe should be a bit more clear
and courageous in saying: ‘No. Scientific
progress is an important value for us.’ ”

Less glamorous times lie ahead. Busquin
says he would have loved to stay on, but the
Belgian government did not renominate
him; instead, he was elected in June as one
of the 730 members of the European Parlia-
ment, which sits a stone’s throw from his
current office. But because McNally and
several other science experts have just
stepped down, Busquin will stand out as the
unrivaled heavyweight on science issues,
and he says he will return to the fight with
enthusiasm. Janez Potočnik, the Slovenian
economist nominated to succeed him at the
commission (Science, 20 August, p. 1089),
is lucky, says McNally: “He has a very good
legacy to work with.” –MARTIN ENSERINK

The Commissioner Who Listened 
E U R O P E A N  U N I O N

Science’s cheerleader. Busquin sets out his policy on embryonic stem cells
at a press conference in Brussels last year.
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It’s not often that scientists at the bench or
in the field battling diseases such as AIDS
and malaria take note of a special assistant
to the Secretary of Health and Human Ser-
vices. But William R. Steiger, the point
person on international health for HHS
Secretary Tommy Thompson, has made a
name for himself everywhere—from the
National Institutes of Health (NIH) to the
Centers for Disease Control and Prevention
(CDC) to the halls of academia. Then
again, not many bureaucrats would want
the kind of attention he’s received.

Steiger, 34, a political appointee who has
close ties to the Bush family, has brought an
unprecedented level of oversight to HHS’s
international activities—and it has made
him a lightning rod for critics. When HHS
clamped down on foreign travel by its scien-
tists, Steiger began personally approving
each trip. When industry groups criticized a
World Health Organization (WHO) report
on nutrition, Steiger slammed it as scientifi-
cally flawed. When the department declared
that it would choose which U.S. scientists
WHO could invite as expert advisers,
Steiger signed the memo. 

The critics complain that Steiger, who
has a doctorate in Latin American history
and is fluent in Spanish and Portuguese, has
politicized a position traditionally held by an
expert in public health. His command-and-
control management style is demoralizing,
they say. “I see an increasing and pervasive
squeezing of academic freedom by bureau-
cratic control,” says Gerald Keusch, who left
as director of NIH’s Fogarty International
Center last December and recently endorsed
a Union of Concerned Scientists critique of
the Administration’s science policy. 

In a telephone interview with Science,
Steiger brushed off the criticism, arguing
that he has led a “major expansion” of
HHS’s international activities. His Office of
Global Health Affairs’ (OGHA’s) manage-
ment changes—part of Thompson’s efforts
to unite the department as “one HHS”—

have shaken up the status quo; the scientists
who complain, he says, “have axes to grind.”
He says too that “no HHS secretary in histo-
ry has been as devoted to global health” as
Thompson, who has traveled to 35 countries
to see health problems firsthand and chairs
the Global Fund, the international AIDS re-
lief program. 

Inside track
Steiger grew up in Washington, D.C., the son
of Representative William A. Steiger from
Oshkosh, Wisconsin, a moderate Republican
who gave Vice President Dick Cheney his
first political job. Representative Steiger
died in 1978. Godson of former President
George H. W. Bush, the younger Steiger
completed a dissertation on Brazilian history
in 1995 before he was tapped to be education
policy adviser to then–Wisconsin governor
Thompson. When Thompson became HHS
secretary in 2001, he brought his protégé to
Washington as part of his management team
and gave him the job of overseeing interna-
tional affairs.

Steiger was soon named Thompson’s
representative to the WHO board, the
World Health Assembly,
despite his lack of health
experience. HHS also re-
vamped the entire U.S.
delegation, which in pre-
vious years had included
representatives from the
American Medical Asso-
ciation (AMA) and the American Public
Health Association (APHA). They were not
invited, although a nurse from the National
Right to Life Committee was added.
(Steiger explains that AMA and APHA “go
anyway” on their own, and Thompson
wanted to “include real people who might
not have had a chance to go in the past.”) 

Meanwhile, scientists from CDC and
NIH who took part in U.S. government dele-
gations on specific health topics such as to-
bacco and nutrition were instructed to leave

the talking to HHS officials, says Derek
Yach, a former WHO chief of noncommuni-
cable diseases and mental health who left
for Yale earlier this year. “They weren’t 
allowed to speak up.” 

Within WHO, Steiger’s approach was to
resolve disputes not by discussion but “by
throwing [U.S.] power and authority
around,” charges Howard University College
of Medicine senior associate dean Mo-
hammed Akhter, a former executive director
of APHA. Steiger advocated new policies
that critics quickly labeled pro-industry. In
May 2001, for example, he instructed
Thomas Novotny, an epidemiologist and
HHS career civil servant negotiating the
U.S. position on a global treaty designed to
curb tobacco use, to change course. Instead
of endorsing a total ban on advertising,
Novotny (now at the University of Califor-
nia, San Francisco) says he was told to op-
pose these restrictions, as well as proposed
new tobacco taxes. This U.S. position caused
an uproar among public health experts.  

Nutrition research sparked another flap.
Experts convened by WHO and the United
Nations Food and Agriculture Organization

(FAO) drafted a report on diet and disease
that suggested that countries restrict junk-
food ads. After the sugar industry tried to
block the final April 2003 report, last Janu-
ary Steiger’s office issued a scathing critique
charging that the report was scientifically
flawed, mixed science and policy, and depart-
ed from the U.S. position favoring “personal
responsibility” for curbing unhealthy habits.

Although the critique included some
valid scientific points, says Harvard epi-
demiologist Walter Willett, its emphasis on
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“I see an increasing and pervasive
squeezing of academic freedom by
bureaucratic control.” —Gerald Keusch, assistant

provost, Boston University

U.S. official William Steiger has been criticized for making life harder for scientists in international health research
and policymaking. He says he has strengthened the field

The Man Behind the Memos

U.S. official William Steiger has been criticized for making life harder for scientists in international health research
and policymaking. He says he has strengthened the field

The Man Behind the Memos

Published by AAAS



personal responsibility “is a political philos-
ophy statement coming from Washington.”

Steiger says all HHS scientists involved
with the nutrition report “agreed with the
message,” and that the United States helped
push through the tobacco treaty and an obe-
sity strategy, yielding final WHO documents
that were “strong” and “feasible.” 

Tough on travel
Steiger’s aggressive style also has ruffled
feathers in the AIDS research community.
He has been a hard-nosed enforcer of the
Administration’s controversial emphasis
on sexual abstinence in HIV prevention
programs and its prohibition on using
generic AIDS drugs for treatment until
they are approved by the U.S. Food and
Drug Administration. A decision to pull
the plug on a proposed CDC AIDS part-
nership with Myanmar, claiming that
Myanmar would not allow nongovernmen-
tal groups to perform voluntary testing 
and counseling, also rankled (Science, 19 
September 2003, p. 1654).

This spring, Steiger ruled that HHS
would send only 50 U.S. staff to the 2004
world AIDS conference in July in
Bangkok, down from 236 sent to the previ-
ous meeting in Barcelona in 2002—keep-
ing home many scientists scheduled to
give talks (Science, 23 April, p. 499). HHS
also slashed its support for the meeting to
$500,000, compared to $3.6 million for
Barcelona. The reason, Steiger says, is that
“the scientific value of this conference is
nowhere near what it used to be.”

In April, Steiger decided that for the
first time in 30 years HHS would not con-
tribute funding for the annual meeting of
the nonprofit Global Health Council, after
conservatives complained that two partici-
pating groups supported abortion. HHS
spokesperson William Pierce claimed the
council could not ensure that the money
would not be used to lobby Congress. 

Steiger’s crackdowns on travel have
gotten attention in the scientific commu-
nity. HHS’s deputy director for manage-
ment, Ed Sontag, announced in March
2001 that all foreign trips had to be cleared
through the Secretary’s office. Weeks-long
delays and last-minute approvals have led
some researchers to miss meetings, scien-
tists say; in other cases, Steiger vetoed
overseas trips and postings of CDC staff,
overriding decisions made by scientific
managers. Under orders from Steiger, NIH
has trimmed staff participation in interna-
tional meetings (Science, 23 July, p. 462).
Even visits to offices of WHO and other
United Nations agencies in downtown
Washington now have to be cleared as for-
eign travel to help ensure “accountability,”
says Pierce. 

Order in the ranks
Steiger’s oversight, some critics suggest, is
motivated more by political ideology than
fiscal prudence. “He’s been given far too
much power without experience,” says one
former HHS scientist. “He feels like he’s do-
ing the bidding of the Administration, and
he tends to overinterpret.”

Keusch cites an example: Last fall, he
says, he received a peremptory e-mail from
Steiger as NIH was gearing up to co-host a
November conference called Globalization,
Justice, and Health.
Steiger wrote, “I am
very, very uncomfortable
with this conference and
our sponsorship of it,
and I would like to dis-
cuss it with you.” Steiger explains that some
speakers, such as Columbia University
economist Jeffrey Sachs, “were taking a
particular point of view, which is not the de-
partment’s point of view,” on generic drugs
and access to medicine. OGHA also asked
to see Keusch’s remarks in advance; he sent
them afterward. “I didn’t see any reason

other than censorship,” says Keusch, who
now heads global health programs at
Boston University.

This spring, Steiger’s office tightened the
screws, scrutinizing staff involvement in
WHO’s scientific activities. In April, Steiger
wrote WHO that invitations for HHS re-
searchers to be consultants to WHO must go
through his office, because WHO’s choices
“have not always resulted in the most appro-
priate selections.” The letter drew angry edi-
torials in the Los Angeles Times, the Boston
Globe, and The Lancet, as well as criticism
from health experts including smallpox ex-
pert D. A. Henderson and former CDC direc-

tor Jeffrey Koplan, who called it a political
move meant to suppress agency scientists.

WHO Assistant Director-General Denis
Aitken at first challenged HHS’s new posi-
tion but has since reached a détente: WHO
will send nominations to Steiger’s office
but will not accept substitutes. If HHS re-
jects WHO’s choices, “there will be fewer
and fewer requests for government scien-
tists,” says William Foege, a former CDC
director now with the Gates Foundation in
Seattle. Steiger’s actions add up to a

“tragedy,” says Yach. “CDC and NIH are
organizations like none other, and to have
an Administration actively working to con-
trol how they work internationally is a loss
to the U.S. and the world.”

Steiger fiercely disagrees that he has
suppressed HHS scientists. OGHA wants to
weigh in on WHO consultations, he ex-

plains, because WHO may not identi-
fy some top experts and they needed
to be briefed on related HHS activi-
ties. “Almost never are we going to
say ‘You’ve picked the wrong per-
son,’ ” he says. His oversight of travel
and overseas assignments, he says,
has uncovered abuses and helped
“our investments match a set of
strategic priorities.”

Moreover, such criticism over-
looks what’s been accomplished,
Steiger says. OGHA has been 
elevated to a division at HHS, in-
creasing its influence. More staff
members are working overseas, in-
cluding new “health attachés” added
at embassies in places such as 
Beijing and South Africa. Steiger
hopes to establish a “defined career
path” for HHS staff interested in in-
ternational health, like the State De-
partment’s Foreign Service. 

A former Wisconsin Democratic
leader, Thomas Loftus, says Steiger may
have had a steep learning curve at WHO, but
now he “knows this stuff.” Loftus, special
adviser to the WHO director-general, says,
“He’s a very valuable guy. And he’s become
more diplomatic with every meeting.”

Even some of Steiger’s fiercest critics say
he is smart, can be likeable, and may mean
well. But they also say his attempts to man-
age from the top down and enforce Adminis-
tration priorities may do the opposite of what
he intends by stifling scientists who have 
devoted their careers to international health.

–JOCELYN KAISER

With reporting by Jon Cohen.
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Enforcer. Steiger has imposed new strictures on U.S.
scientists involved in international health programs,
including limits on travel.

“He’s a very valuable guy now.
And he’s become more diplomatic with
every meeting.” —Thomas Loftus, WHO adviser
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For some 5 million years, the California
tiger salamander (Ambystoma californiense)
has lived in grasslands surrounding pools
that fill with water in the spring. Once a
year, the salamanders emerge from burrows
to lay eggs in these vernal oases. Over the
past 150 years, however, three-quarters of
the salamander’s habitat has
been lost, converted to hous-
ing tracts, vineyards, and row
crops. Now, if the U.S. Fish
and Wildlife Service (FWS)
is correct, the 20-centimeter-
long amphibians will have a
new ally: ranchers.

On 4 August, FWS an-
nounced that it was protecting
a vast swath of salamander
habitat in the state. At the
same time, the agency decid-
ed not to restrict what ranch-
ers can do on that habitat—an
unusual accommodation.
That’s because ranchers own
the majority of salamander habi-
tat—often prime real estate—and
they maintain cattle ponds that the
salamanders have adopted for
breeding.

But although most scientists
agree with FWS officials that a
rancher-friendly approach could
be crucial to preserving the habi-
tat, they worry that some activities
require closer scrutiny, especially
where populations are most in jeopardy. The
blanket exemption for ranching is “not sci-
entifically based and may be harmful,” says
attorney Kassie Siegel of the Center for Bio-
logical Diversity, an environmental group
that intends to take FWS to court over its
August announcement in the Federal Regis-
ter. At the same time, an industry group is
challenging another aspect of that decision. 

The California tiger salamander has been
at the center of a political battle for more
than a decade. In 1992, Bradley Shaffer, an
evolutionary biologist at the University of
California, Davis, and others began urging
FWS to put the animals on the endangered
species list. But the agency didn’t move for-
ward until environmentalists sued. Despite
opposition from developers, in 2000, FWS
declared a salamander population in Santa

Barbara County to be in grave peril from
loss of habitat and listed the animals as en-
dangered. Shaffer’s genetic studies showing
that this group is a “distinct population seg-
ment” bolstered the rare, emergency listing.
Three years later, facing another court-
ordered deadline, FWS did the same for an

even smaller salaman-
der population in Sono-
ma County. 

The listing status
matters. Under the law,
“endangered” means

that any activity that might harm the sala-
manders or their habitat requires a permit
and a conservation plan. The requirement
can be a paperwork headache. However, if
a species is listed only as “threatened,”
FWS can exempt certain activities from
permits. So it was a relief to ranchers when
FWS exempted “routine ranching activi-
ties” in listing as threatened the state’s
largest population of the salamanders,
spanning 20 counties. 

The decision was based on the idea that
ranching can be more compatible with
salamander conservation than can other
land uses, such as vineyards or housing.
Like salamanders, cows need open grass-
lands and ponds. There’s even evidence
that grazing helps natural vernal pools per-
sist, where grasslands are dominated by in-

vasive grasses, ecologist Jaymee Marty of
the Nature Conservancy has found. 

But there are risks, too. Some routine
ranching activities, such as creating fire-
breaks, may be deadly. The central popula-
tion is a good place to examine those vari-
ables and determine proper guidance for
ranchers, Shaffer says, because salamanders
and their habitat are less critically endan-
gered there. “We have more room to maneu-
ver and more time to try creative solutions,”
he asserts. 

That’s not the case in Santa Barbara and
Sonoma counties, Shaffer cautions. These
populations are particularly vulnerable, he
and others say, because they are small and

face intense development
pressure. And as genetically
unique lineages, they’re ex-
tremely valuable for conser-
vation. “It seems obvious that
they deserve more protec-
tion,” says Carlos Davidson, a
conservation biologist at Cal-
ifornia State University,
Sacramento. 

To exempt ranching state-
wide, FWS had to downgrade
the populations in Santa Bar-
bara and Sonoma counties
from endangered to threat-
ened. Normally, such an action
only happens when popula-
tions are recovering and
threats diminishing. Scientists
say that’s not the case with the
two salamander populations.
“There’s no biological basis

for downlisting,” says Lawrence Hunt, a
consulting herpetologist in Santa Barbara. 

Some scientists also worry that the ex-
emption could make it easier for ranchers
who want to rid their land of salamanders—
and the development restrictions that come
with them—to do so through excessive use
of routine practices. “It’s basically a license
to kill,” says herpetologist Samuel Sweet of
the University of California, Santa Barbara.
Although scientists admit that there may be
no way to eliminate cheating, they say the
government should require permits to keep a
closer eye on habitat in Santa Barbara and
Sonoma counties. 

Shortly after FWS issued its decision, en-
vironmentalists told the agency they plan to
sue in federal court this fall to reverse the
downlisting and remove the ranching ex-
emption from Santa Barbara and Sonoma
counties. And with industry challenging the
listing of the central California population,
the controversy over the tiger salamander
seems certain to continue burning bright.

–ERIK STOKSTAD

Can California Ranchers Save
The Tiger Salamander?
Scientists hope a very unusual conservation decision could preserve salamander 
habitat, but they worry that it might harm the most vulnerable populations

Endangered Spec ies  Act

Geography lesson. Ranching could bene-
fit central California tiger salamanders,
but it might harm smaller populations
along the coast.

Tiger salamander
populations
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SANTA BARBARA, CALIFORNIA—During the
1960s, archaeologist Brian Fagan was ex-
cavating at the Zambian site of Ingombe
Ilede, famed for its gold-laden skeletons.
Fagan was asked to date the burials and
used indirect methods to place them
around 1000 C.E. A few years later, how-
ever, another excavator showed conclusive-
ly that the skeletons had actually been laid
to rest in the 16th century.

That miscalculation convinced Fagan of
something he had long suspected: He was
only a second-rate excavator. Reluctantly,
he decided to abandon field research. But
he did not give up archaeology. Instead, he
traded in his trowel for a typewriter and
later a computer, and launched an excep-
tional career as an academic popularizer.

Today British-born Fagan is arguably the
best-known archaeologist in the United
States, his adopted country, and the author of
more than two dozen books, including an in-
troductory archaeology textbook that has
gone through 11 editions since its first print-
ing in 1972. This year, Fagan, 68, won the
Society for American Archaeology’s public
understanding of archaeology award for his
latest book, Before California, and he is now
finishing up his next book, on the archaeolo-
gy of Chaco Canyon, New Mexico.

Last year Fagan retired from the faculty
of the University of California, Santa Bar-
bara (UCSB), where he had taught for 36
years. Unlike almost all other academics,
however, Fagan has based his career entire-
ly on general textbooks and popular ar-
chaeology books rather than on original re-
search. He strongly defends his choice to
be a generalist, and to do it from within the
boundaries of academia. “Much of what
we do in archaeology today is so arcane
that it’s of interest, at the most, to half a
dozen people. We’ve forgotten that archae-
ology is of startling relevance to a contem-
porary society wrestling with issues of hu-
man diversity. We should take public out-
reach seriously—and do something about
it,” he says.

Many other academics, such as Jared
Diamond and the late Stephen Jay Gould,
have written popular books—but they usu-
ally have done so in addition to a success-
ful research career. Some successful popu-
larizers of science have even seen their sci-

entific standing suffer as a result; the late
Carl Sagan, whose nomination to the Na-
tional Academy of Sciences was rejected in
1992, is the best-known example. 

Perhaps surprisingly, Fagan’s decision
to eschew original research has not dimin-
ished his stature in the eyes of his col-
leagues. “He has been a very important
person in the field,” says anthropologist
Margaret Conkey of UC Berkeley. “He is
an excellent communicator of the funda-
mental principles, issues, and practices of
the discipline.”

Archaeologist Jeremy Sabloff, who re-
cently stepped down as director of the Uni-
versity of Pennsylvania Museum in
Philadelphia, agrees, adding that the kind
of writing Fagan does is “part of our col-
lective academic responsibili-
ty. Who better to explain the
cutting edge of archaeological
research than archaeologists
themselves?”

It took a series of lucky
breaks before Fagan found the
popularizing path. He was
considering working in his
family’s publishing business
when an offer arrived from the
University of Illinois, Urbana-
Champaign, to teach for a
year. This led to a tenured po-
sition teaching introductory
archaeology at UCSB. Upon
arriving, Fagan was surprised
to find that there were no good
introductory textbooks. So he
wrote one himself.

During the earlier years of
his career, Fagan says, his pop-
ular writings sometimes were
not valued as highly as re-
search papers. Skeptical pro-
motion review committees wanted to see
original contributions to archaeological
journals—papers Fagan no longer pro-
duced. But most of this resistance came
from “beyond the department,” notes 
archaeologist Michael Glassow, the current
chair of UCSB’s anthropology department,
adding that Fagan’s anthropological col-
leagues gave him such strong support that
he eventually rose to the university’s “high-
est ranks” in terms of pay and prestige.

Fagan readily acknowledges this sup-
port and also credits the more experimental
philosophy that existed at the relatively
new Santa Barbara campus when he ar-
rived there in 1967. “If I had gone to
Berkeley or the University of Chicago, it
would have been much harder to be a gen-
eralist,” he says.

Nowadays, young archaeologists are of-
ten discouraged from following in Fagan’s
footsteps, says Sabloff. “Such activities
don’t help when it comes to tenure and
promotion and might even count against
them,” he says. “Most scholars don’t real-
ize how strong one’s grasp of relevant 
theory, method, and substance of a topic
must be to produce a truly useful popular
interpretation.” 

Fagan argues that popular writing
should be considered a valid academic en-
deavor, especially because the preservation
of often-threatened archaeological sites
around the world requires public under-
standing of their importance. “You can de-
fine research many ways, but it’s myopic to
assume that it’s all specialized inquiry,” he
says. “Startlingly few archaeologists are

concerned with the big issues of early hu-
man history and diversity.”

He adds that today most digs are not
university-supported research expeditions
but “rescue” excavations of endangered
sites, often reluctantly funded by develop-
ers. “Unless we take communicating with
the wider audience seriously,” he says,
“there may be no archaeology for our
grandchildren to study.”

–MICHAEL BALTER

Archaeologist Leaves an Imprint
On His Field—Without Research
Popularizer Brian Fagan argues that spreading the word about archaeological research
is as important as doing it

Prof i le   Br ian  Fagan

Enjoying the limelight. Popular acclaim hasn’t tarnished 
Brian Fagan’s academic reputation.

Published by AAAS
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Every summer, death stalks the waters of
the northern Gulf of Mexico. A New Jer-
sey–size swath of sea becomes depleted of
oxygen, suffocating millions of crabs and
other denizens of the sea floor. In 1999, the
federal government diagnosed the cause of
this seasonal dead zone: The hypoxia arises
largely because of nitrogen pollution from
the fertilizer-drenched farms in states along
the Mississippi River. Two years later, the
government released a plan to reduce
nitrogen runoff and revive the gulf.
Now a new government report says
that because the original diagnosis
was wrong, the costly prescription
will fail.

Released last month to little public
notice, the controversial report, is-
sued by the Atlanta office of the U.S.
Environmental Protection Agency
(EPA), places increased blame for the
dead zone on phosphorus pollution
from factories and cities along the
Mississippi River and recommends
focusing the cleanup on phosphorus
as well as nitrogen. Farm-industry
groups seeking to delay the national
plan have seized on an early draft of
the report that challenged the use of
any nitrogen reduction. Marine scien-
tists have given the report, which has not
yet been peer reviewed, a cooler reception.
“I think it has some really serious deficien-
cies,” says Donald Boesch, president of the 
University of Maryland Center for Envi-
ronmental Science.

Scientists agree that factories, cities, and
farms in the Mississippi River watershed
have jacked up both phosphorus and nitro-
gen levels in the river. Each spring, those nu-
trients pour into the northern Gulf of Mexi-
co and trigger blooms of phytoplankton, mi-
nuscule plants that float in the water. That
sets off population booms in zooplankton,
the tiny animals that consume them. Then
sea-floor bacteria, which feed on dead zoo-
plankton and their waste, multiply wildly
and use up oxygen in the bottom waters. 

In 1999, the National Oceanic and At-
mospheric Administration (NOAA) released
a comprehensive assessment of the causes
and consequences of hypoxia in the gulf. It
concluded that phytoplankton growth in the
dead zone was primarily limited by the
availability of nitrogen. Relying on that re-
port, a state-federal partnership, the Task
Force on Gulf Hypoxia, developed a nation-

al action plan with a single overarching goal:
reduce nitrogen coming down the Mississip-
pi River by 30% by 2015.

That prescription seemed simplistic to
Howard Marshall, a veteran water-quality
scientist at EPA’s Atlanta regional office who
was assigned to help implement the plan. By
reexamining available data on dissolved ni-
trogen and dissolved phosphorus concentra-
tions, Marshall and other EPA scientists de-

termined that the lower Mississippi River
contained a large excess of dissolved nitro-
gen relative to dissolved phosphorus. Al-
though growing phytoplankton need more
nitrogen than phosphorus—they usually ac-
cumulate the nutrients at a 16:1 ratio—the
amount of nitrogen so exceeded the quantity
of phosphorus that the latter nutrient had
most likely limited the growth of phyto-
plankton there, the EPA group concluded.
The same also held true for the northern gulf
in the spring, when the dead zone typically
forms, according to the group. “Wouldn’t it
be better to reduce phosphorus and starve
the bastards?” Marshall asks.

That’s “pretty naïve,” argues biogeo-
chemist Robert Howarth of Cornell Universi-
ty, who chaired a National Research Council
committee in 2000 that examined hypoxia in
coastal oceans. Last week, Howarth, Boesch,
and Donald Scavia of the University of
Michigan, Ann Arbor, sent EPA a letter criti-
cizing the new report. They argue, for exam-
ple, that the nutrient ratios in water don’t
necessarily reveal what’s available to phyto-
plankton, because phosphorus is resupplied
from organic debris in the sediment.

But other oceanographers who have
seen the report say that the EPA team has a
point. “There’s been this focus on nitrogen
as the major culprit, even though we knew
from early on that phosphorus played a
role,” says biological oceanographer Steven
Lohrenz of the University of Southern Mis-
sissippi in Hattiesburg. And oceanographer
Michael Dagg of the Louisiana Universities
Marine Consortium in Cocodrie, who’s
worked in the gulf since the 1980s, says
that Marshall “has done an extremely im-
portant service by scrutinizing these issues
as intensely as he did. It should have been
done 10 years ago.”

Indeed, several recent lines of evidence
support the idea that phosphorus can
control phytoplankton growth in the
gulf. In results presented in January
at the American Geophysical Union’s
Ocean Sciences meeting, James Am-
merman of Rutgers University and
colleagues reported that nitrogen-to-
phosphorus ratios greater than 380
occurred over the entire Louisiana
continental shelf in the spring and
early summer of 2001, indicating that
phosphorus supplies may well con-
strain the plants’ growth. Moreover,
adding phosphorus but not nitrogen
stimulated phytoplankton growth in
bottles containing seawater from
many of those locations. And phyto-
plankton from much of the shelf had
high levels of an enzyme that they
turn on to scavenge phosphorus when

supplies are tight.
Overall, the data suggest that “there’s

this huge slug of water going into the gulf
that’s phosphorus-limited at its fresh end
and nitrogen-limited at its salty end,” says
coastal ecologist Hans Paerl of the Univer-
sity of North Carolina, Chapel Hill. What
remains unknown, he says, is how much
phytoplankton growth at the fresh end con-
tributes to hypoxia.

At last week’s meeting of the gulf hy-
poxia task force, farm-industry interests
lobbied to redo the NOAA-led science as-
sessment and delay expensive efforts to re-
duce fertilizer runoff from farms. EPA’s Ben
Grumbles, acting assistant administrator in
the Office of Water, says the task force is
“committed to doing an independent peer
review” of the new EPA report, and that the
reviewers should include “fresh faces” who
weren’t involved in the 1999 NOAA assess-
ment. But he emphasizes that the agency
plans to continue its efforts to cut nitrogen
pollution while exploring how to cut phos-
phorus. For the gulf, that may be just what
the doctor ordered.

–DAN FERBER

Dead Zone Fix Not a Dead Issue
Scientists debate how best to revive the Gulf of Mexico’s oxygen-starved waters

Enough already. Excess nutrients from the Mississippi River cause
phytoplankton blooms (red and yellow) near the river’s mouth.

Ocean Ecology
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For synthetic chemists, improving on nature
is, well, second nature. For over 150 years
they have used new types of chemical re-
actions to craft molecules never seen before.
“That strategy is very effective, particularly
when you know what you’re trying to make,”
says David Liu, a synthetic chemist at Harvard
University in Cambridge, Massachusetts.

But is this goal-oriented approach the best
way to find all the different types of possible
chemical reactions under the sun? Liu sus-
pected not. So he and his team set out to find
new types of reactions by harnessing biolo-
gy’s prowess for synthesizing a diverse set of
compounds. In Philadelphia, Liu unveiled an
approach that shepherds molecules together

with strands of DNA. The group has already
spotted one new reaction with the technique
and is casting its net wider to see what other
reactions may be lying in wait.

Liu’s talk was “pretty cool,” says Ken-
neth Suslick, a chemist at the University of
Illinois, Urbana-Champaign. “I was really
taken with it.” A chief goal of the new work
is to discover novel reactions that chemists
can then use in DNA-directed synthesis or
with their traditional methods. But Suslick
notes that not all reactions discovered by the
new technique will make the jump: The
DNA approach might prevent side reactions
that would spoil the recipe in a conventional
synthesis. So far, the technique has been
used only to search for reactions that take
place in water, but Liu says his team is 
expanding its search to include reactions in
organic solvents.

Over eons of evolution, biological organ-
isms generate a diversity of compounds and
simply select those that work best. Liu and
colleagues brought that kaleidoscopic ap-
proach to bear on the small organic mole-
cules that synthetic chemists favor. They
started with two flasks of small organic mol-
ecules, each tethered to a unique DNA snip-
pet. Each DNA strand in flask A was de-
signed to identify its own small-molecule
cargo (A1, A2, and so on) and to attract a
complementary DNA identity tag attached to
one of the small molecules in flask B (B1,
B2, etc.). Each B molecule also sported a
molecular “hook” called biotin.

When the researchers poured the contents
of the two flasks together, the complementary
DNAs paired up, bringing their small mole-
cules into close contact with one another in
every possible combination of A’s and B’s. In
the few cases in which conditions were right,
the small molecules reacted to form larger
molecules. To find which compounds had
combined, the researchers weeded them out
in several steps. First, they dropped in iron
beads studded with streptavidin, a molecule
that binds to biotin. The researchers then
pulled the beads out again, dragging with
them B molecules snagged by their biotin
hooks, as well as other molecules entangled
by their DNA, and washed the compounds in
a solution that unzipped the intertwined DNA
strands. Lone A molecules that had not react-
ed fell off and were washed away, leaving un-
reacted B molecules and the newborn AB
compounds attached to the beads (see figure).

The researchers then used the polymerase
chain reaction (PCR) to amplify trailing DNA
strands containing a certain nucleic acid se-
quence—a sequence found only in the A
strands. Because all the unattached A mole-
cules had been left behind in a previous step,
only the A strands that had formed new mole-
cules survived to be amplified by PCR. The
researchers read the amplified DNAs with a
standard gene chip, which identified their full
sequences and thus revealed which A and B
molecules had paired off.

Liu reported that in one experiment, with
168 possible small-molecule products, his
group found a new reaction that uses a palla-
dium catalyst under mild conditions to link
simple hydrocarbon molecules called alkenes
and alkynes into a more complex group called
a trans-enone. Using the setup, Liu says, a sin-
gle researcher can scan thousands of possible
combinations of small molecules and reaction
conditions for new reactions in just days.

Not all “good” cholesterol in your blood-
stream keeps good company. In patients
with coronary artery–clogging plaques, as
much as half of the high density lipoprotein
(HDL), which carries the “good” choles-
terol, is chemically altered, blocking its 
normal ability to combat the buildup of 
cholesterol deposits, researchers reported at
the meeting. The new work, led by chemist
and physician Stanley Hazen and graduate
student Lemin Zheng of the Cleveland Clinic
Foundation in Ohio, is expected to lead to
novel drugs that help prevent atherosclerosis
by blocking the damage to HDL. It may also
spur better diagnostics for heart disease: At
the meeting, another group reported prelimi-
nary progress on one such test.

“This is pretty exciting,” says Ian Blair, a
disease biomarker expert at the University of
Pennsylvania in Philadelphia. “[They] seem
to have a biomarker that is far better than ex-
isting biomarkers for cardiovascular disease.”
For the first time, he adds, the new work lays
out a clear molecular mechanism that ex-
plains how HDL can become “dysfunction-
al” and why high HDL cholesterol levels
may not always ward off heart disease.

The research grew out of efforts to find

Finding Reactions in a Haystack:
Try ’em All, See What Works

PHILADELPHIA, PENNSYLVANIA—More than
10,000 chemists, physicists, and materials
scientists gathered here from 22 to 26
August for the 228th national American
Chemical Society meeting.

Enzyme Deactivates
Heart-Friendly HDL
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better ways to track risk for heart disease.
Last year, Hazen’s team identified two new
inflammation markers that were far better
than existing tests for assessing a person’s
cardiac risks. The f irst of these was
myeloperoxidase (MPO), an enzyme that
immune cells use to fight bacterial and fun-
gal invaders. MPO levels helped pinpoint
the near-term risk of heart attacks, bypass
surgery, or death among patients seeking
emergency care for chest pain. 

The second marker was a protein modifi-
cation called nitrotyrosine, a byproduct of
oxidative damage triggered by MPO and oth-
er compounds. At the time, however, Hazen’s
group didn’t know whether MPO slapped 
nitrotyrosine groups on proteins indiscrimi-
nately or whether it had a primary target.

Using standard protein-tracking tech-
niques, Hazen’s group discovered that MPO
targets apolipoprotein A1 (apoA1), the pri-
mary protein component of HDL, for oxida-
tion. When the researchers looked at blood
samples from 90 patients, half with cardio-
vascular disease and half without, they found
that individuals with high levels of MPO-
modified apoA1 had a 16-fold higher risk of
heart disease. By contrast, patients with high
levels of currently used clinical markers—
total cholesterol and C-reactive protein—
have less than double the risk. “This may
help explain why not all persons with high
HDL levels are protected from getting heart
disease,” Hazen says. He suggests that when
MPO reacts with apoA1, it modifies the pro-
tein at one or more key sites, interfering with
the protein’s ability to ferry cholesterol out of
cells and eventually leading to atherosclero-
sis. The findings also appear in the August
Journal of Clinical Investigation. Hazen says
his team’s results have already prompted
drug companies to work to develop com-
pounds aimed at blocking MPO’s ability to
bind and react with HDL. 

Last year Hazen’s team also showed that
patients at high cardiac risk have high lev-
els of MPO in circulation, presumably re-
leased at sites of inflamed coronary ves-
sels—a result that has spurred other re-
searchers to track MPO levels to gauge
heart attack and stroke risk. 

At the meeting, for example, Alexei Bog-
danov, a radiologist at Harvard Medical
School in Boston, reported creating a new
MPO-binding compound that can be used as
a contrast agent for MRI tests. Bogdanov re-
ported that the contrast agent gave off a clear
MRI signal when added to petri dish materi-
als designed to simulate real plaques. The
contrast agent is now being tested in animals,
Bogdanov says. Tracking high MPO levels in
clots, Bogdanov explains, should show
which atherosclerotic clots are at greatest
risk of breaking apart and leading to a heart
attack or stroke. If the test works in humans,

it could give patients advance warning of a
pending heart attack or stroke—a signal that
could save thousands of lives. 

For more than 20 years, physicians have re-
lied on magnetic resonance imaging’s ability
to peer inside tissues throughout the body to
help them diagnose everything from torn
ligaments to cancer. An offshoot of the tech-
nology, known as functional MRI, enables
them to track the general metabolic activity
level of tissues. 

MRI researchers have beefed up the tech-
nique by developing MRI contrast agents that
give off a strong MRI signal only when they
bind to specific targets in the body—such as
calcium, which indicates neuronal firing, or
certain proteases, which are common in can-

cer cells. Tracking such processes in the brain
could open new windows into brain develop-
ment and point the way to diagnostics for de-
pression and other brain diseases. Unfortu-
nately, MRI contrast agents haven’t been able
to find their way across the protective mem-
brane that surrounds the brain—until now. 

At the meeting, chemist Thomas Meade
of Northwestern University in Evanston, Illi-
nois, reported that his student Matthew
Allen synthesized a standard MRI contrast
agent linked to stilbene, a small organic
compound used to ferry radioactive com-
pounds into the brain for positron emis-

sion tomography, another popular brain im-
aging technique. The Northwestern scientists
then teamed up with chemist Russell Jacobs
of the California Institute of Technology in
Pasadena to test the compound on mice bred
to serve as models for Alzheimer’s disease.
When the researchers injected the compound
into the tail veins of mice, the stilbene-toting
contrast agents found their way inside the
brains of their mice and bound to amyloid
plaques, which are typically found in the
brains of Alzheimer’s patients. If the new
work pans out in further animal tests and hu-
mans, doctors might one day use noninvasive
MRI imaging to track brain development and
diseases from Alzheimer’s to schizophrenia.

“It’s a very exciting development,” says
Daryl Busch, a chemist at the University of
Kansas, Lawrence. “You’ll be able by
[MRI] to see how the brain functions over a
range of different conditions,” he says.
“That’s heavy-duty.”

Meade and colleagues are still studying
how the stilbene-tethered compounds work.
Meanwhile, they are seeing whether other
contrast agents attached to stilbene will
cross the blood-brain barrier as well.  

–ROBERT F. SERVICE
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Snapshots From the Meeting
Dendrimer splits water. Researchers from the University of Tokyo in Japan reported
creating a starburst-shaped molecule called a dendrimer decorated with light-capturing
compounds capable of splitting water molecules to make hydrogen gas, a valuable fuel.
Previous water-splitting dendrimers were insoluble in water and therefore of little use.
The new water-soluble dendrimers still can’t match the water-splitting prowess of in-
organic compounds, but because organic molecules are far easier to tailor, the Tokyo 
researchers expect the efficiency of the dendrimers to rise.

Heart failure help. Johns Hopkins University (JHU) researchers reported creating new
compounds for treating heart failure. Nitroglycerin and other current heart failure medica-
tions deliver nitric oxide (NO), which helps the heart muscle relax. But the JHU 
researchers found in preliminary tests on dogs that novel compounds that deliver nitroxyl,
or HNO, provide much the same benefit without the side effect of reducing the heart’s
ability to pump.

Cleaning water. Researchers at the University of Illinois, Urbana-Champaign, report-
ed that cheap fibers made from polymer-coated fiberglass are eight times more effective
at removing the herbicide atrazine from water than commercially available activated car-
bon. The new fibers could help combat increasing atrazine pollution. The popular herbi-
cide contaminates the drinking water of millions of Americans.

–R.F.S.

Advance warning. Defec-
tive HDL may flag patients
with high cardiac risks.

N E W S F O C U S

Breaking a Barrier to
New Brain Images
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The betting agency Ladbrokes stands to lose
a bundle if scientists detect gravitational
waves in the next 6 years.

Ladbrokes opened bets on this and four
other scientific discoveries last month.After
consulting experts, they set the odds of 
detecting gravitational waves—ripples in
the fabric of spacetime produced by violent
events such as black hole collisions—by
2010 at 500 to 1 because “80% of the 
people I spoke to were dismissive” of the
possibility, says spokesperson Warren Lush.
But other scientists are optimistic, and a
flood of bets had Lush slashing the odds to
100, 25, 6, and, finally, 3 to 1. Physicist
James Hough of the University of Glasgow,
for example, has placed the maximum 
Internet bet of £25 ($45) on the discovery,
noting that the Laser Interferometer 
Gravitational Wave Observatory in the 
United States is “now within a factor of 2 
of its design sensitivity” and will be further 
upgraded by 2011—after which, he says,
“detection is pretty well guaranteed.”

Of the other developments for 2010,
the lowest odds are on understanding
the origin of cosmic rays (4:1), followed
by finding the Higgs boson (6:1), creat-
ing a fusion power station (50:1), and
finding “intelligent life” on Saturn’s
moon Titan (10,000:1).

Reducing
Bird Strikes
Every year, ornithologists
say many millions of
birds smack into North
American windows,
making glass a major
player in feathered fatal-
ities. But biologist Daniel
Klem Jr. of Muhlenberg
College in Allentown,
Pennsylvania, says he’s
found a way to tilt the
odds in the birds’ fa-
vor. In this month’s
Wilson Bulletin, Klem
and colleagues report

that tilting windows toward the ground,
so that they reflect earth and not sky, can
dramatically decrease bird strikes.

Klem’s group placed six windows along
a forest edge near Allentown, randomly ad-

justing them to vertical or angled down-
ward by 20° or 40°. Over 4 months there
were 53 strikes, 12 fatal. Nearly 60% of the
birds hit the vertical windows, but only
15% hit the 40°-angle panes.

Although tilted panes might not take
suburbia by storm, Sandy Isenstadt of Yale
University School of Architecture predicts
that some architects—particularly “decon-
structivists” who reject traditional forms—
will now have a “strong practical justifica-
tion for [their] aesthetics of fragmentation.”

The Two Faces of Ginseng
Ginseng can have opposing effects on the
body: Research has shown that the famed
herbal palliative can both promote and curb
the growth of blood vessels. Now scientists
say they have figured out the two key ingre-
dients behind ginseng’s ambiguous nature.

Massachusetts Institute of Technology
bioengineer Ram Sasisekharan and members
of his lab, along with labs in England, the

Netherlands, and Hong Kong, analyzed 
extracts from four ginseng varieties.
Each had dramatically different levels of
the herb’s two most prevalent ingredients,
steroid alcohols known as Rg1 and Rb1.
In test tube studies, solutions high in Rg1
helped grow new blood vessels in human
endothelial tissues, whereas solutions 
richer in Rb1 inhibited blood-vessel
growth. The scientists got similar results
from implanting sponges laden with Rg1
or Rb1 under the skin of mice, they report
in the 7 September issue of Circulation.

The potent molecules could lead to
new drugs for promoting healing or 
retarding cancer growth, Sasisekharan
says. Herbal medicine expert Adriane
Fugh-Berman of the Georgetown 
University School of Medicine says 
the work points to the need for testing
such preparations. Sasisekharan agrees,
noting that the way ginseng extracts
are processed can alter the ratio of the
two molecules.
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RANDOM SAMPLES
Edited by Constance Holden

A new reconstruction of Kennewick Man? No, this
is Harwa, an Egyptian artisan who died 3000 years
ago at about 45. His mummy resides in the Egypt-
ian Museum in Turin, Italy. A team including an-
thropologists and forensic scientists from the Uni-
versity of Turin, led by physician Federico Cesarani,
reconstructed Harwa’s visage with 3D data gained
from Multidetector CT, the latest advance in com-
puted tomography. Virtual unwrapping of the
mummy provided data on the original shape of
the artisan’s dehydrated nose, ears, and lips and
even revealed a mole on his left temple. Harwa

made his appearance in this month’s American Journal of Roentgenology.

Nanolander
Structural biologists at Purdue University in West Lafayette, Indiana, and the Institute
of Bioorganic Chemistry in Moscow have made a tiny movie of a T4 virus attacking
an E. coli bacterium. Using a cryo-
electron microscope, Purdue’s Michael
G. Rossmann and colleagues put 
together images showing how the
“baseplate” of the virus changes shape.
Twelve legs touch down on the cell
membrane, then the baseplate, com-
posed of 16 types of protein mole-
cules, opens like a flower to attach to
the host.A paper on the work was pub-
lished in the 20 August issue of Cell.

Betting on a Wave Mummy Revealed

Crashed dove 
imprint.
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German museum head. The
creator of the world’s smallest
hole has been named director
of one of Europe’s largest sci-
ence museums. Nanoscientist
Wolfgang Heckl of Munich’s
Ludwig Maximilians University
will leave his lab to take
charge of the 101-year-old
Deutsches Museum in Munich
next month, succeeding Wolf
Peter Fehlhammer.

Heckl, 46, studied scanning
probe microscopy with Nobel
Prize winner Gerd Binnig. His
lab’s main focus
has been self-
assembly of or-
ganic molecules
on surfaces, but
the lab is per-
haps best known
for being listed
in the Guinness
Book of World
Records for
drilling the
world’s smallest
hole, a one-atom prick in a
molybdenum disulfide surface,

using scanning
tunneling
microscopy.

One of
Heckl’s chal-
lenges will be
to fill the
rather larger
hole in the
museum’s 
$36 million
budget, which

has received flat or decreasing
government support in recent

years. His media savvy—he
was named Germany’s best
science communicator in 2002
—should serve him well for
the task. “I’m not too proud
to go knocking on doors” to
potential museum donors, he
told the German press last
week. He told Science he’d
like to build an open lab at
the museum so visitors can
observe and interact with 
researchers working with
atomic force microscopes.

Cheers Down Under. A Danish-
born biochemist has become
the new chief of the Australian
Research Council. Next month
Peter Høj, who has headed the
Australian Wine Research Insti-
tute in Adelaide since 1997,
will succeed endocrinologist 
Vicki Sara, the council’s 
inaugural CEO.

Høj, 47,
created “an
excellent
model for
bringing sci-
ence and in-
dustry togeth-
er” at the wine
institute, says
environmental
physiologist Snow Barlow,
president of the Federation 
of Australian Scientific and
Technological Societies. He
has also served on the Prime
Minister’s Science, Engineer-
ing, and Innovation Council.

Høj, who moved to Australia
in 1987 for a postdoctoral fel-
lowship, says he hopes to boost
national spending on research
by “demonstrating the benefits
to society from R&D invest-
ment.”Australia ranks in the
lower half of industrialized
countries in research spending
as a percentage of its economy.

J O B S
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The diversity business. Daryl Chubin has spent decades
working to increase the participation of women and un-
derrepresented minorities in science and engineering. Now
the former vice president of the National Action Council
for Minorities in Engineering and ex–federal science policy
manager hopes to turn his knowledge into a business.

Chubin, 57, heads a new center that will help U.S. uni-
versities trying to attract and retain a greater number of
U.S. citizens—especially women and minorities—in S&E
disciplines. The Center for Advancing Science and Engi-
neering Capacity is based at AAAS (which publishes 
Science) and funded for 3 years by the Alfred P. Sloan
Foundation. “I have no doubt that universities committed
to expanding and diversifying their student body will be willing to pay for these services,” says
Chubin, who’s still working out a fee structure.

P I O N E E R S

Dr. Comet. Fred L.Whipple, a pioneer of modern
planetary science, died 30 August in Cambridge,
Massachusetts. He was 97.

In the early 1950s, Whipple single-handedly
shifted the paradigm of comet science by 
proposing that the core of every comet is com-
posed of a ball of ice and dust rather than a loose

cloud of sand. In
1986, the Giotto
spacecraft—pro-
tected from flying
comet debris by
Whipple’s 1946 in-
vention, the mete-
or bumper—con-
firmed the “dirty
snowball” theory
over the “flying
sandbank” by im-
aging comet Hal-
ley’s icy nucleus
during a close 
flyby.

“He was an idea man,” says comet researcher
Donald Yeomans of the Jet Propulsion Laborato-
ry in Pasadena, California. During a 65-year ca-
reer spent at Harvard University and the Smith-
sonian Astrophysical Observatory in Cambridge,
his work encompassed a half-dozen areas and
creations including a device for slicing alu-
minum into strips that fooled German radar and
the only observing network prepared to track
Sputnik I.“He was a kind, respectful gentleman,”
says Yeomans, “and such a nice guy.”

Air collision. An aircraft accident investigator
and systems safety professor at Embry-Riddle
Aeronautical University in Prescott, Arizona,
was one of two pilots killed on 28 August when
their stunt planes collided during a rehearsal for
a local air show.

Robert Sweginnis, 64, was head of the uni-
versity’s aeronautical science department. The
pilot of the second plane, 55-year-old Michael
Corradi, was the chief flight instructor on cam-
pus. Neither plane carried any passengers.

Image not 
available for 
online use.
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Extinction Rates
and Butterflies

RATES OF POPULATION EXTINCTIONS IN BRITISH
invertebrates have now been measured in
several different ways [(1), “Comparative
losses of British butterflies, birds, and
plants and the global extinction crisis,” J.
A. Thomas et al., Reports, 19 March, p.
1879] and may have relevance to esti-
mating global extinction rates (2). We (1)
have used the rate of extirpation of species
from the whole of the British Isles, meas-
ured over the 20th century from the British
Red Data Book (RDB), whereas Thomas et
al. use distribution changes in the last 20 to
40 years measured in about 3000 map grid
cells by 20,000 volunteers. There are
notable consistencies and differences in the
conclusions of these two approaches.

The extinction of species from the
whole of the British Isles is likely to be
relatively accurately recorded: Rare species
are actively sought, and only one of the 43
species recorded as likely extinct in the
RDB has since been rediscovered (with a
low and local population). The national
extinction rate per century ranges from
0.4% overall for the 14,000 insect species
covered in the RDB to over 5% for the 
60 species of butterflies and 7% for the 
40 species of Odonata (the two best-
recorded taxa).

Both studies find the rate of loss of
selected invertebrate taxa to be roughly
the same order of magnitude as the rate of
loss of plants and birds. In both studies,
butterflies have a notably higher rate of
loss than plants or birds, which is not a
recording artifact, because these three
taxa are well studied.

Given the relatively high local extinc-
tion rates of butterflies recorded by these
and other studies, we disagree with the
conclusion of Thomas et al. that butterflies
represent good indicators for losses of
other taxa. Rather, Thomas et al.’s study
supports our suggestion (2, 3) that butter-
flies (being mostly warmth-loving and
herbivorous) are atypical invertebrates that
are relatively sensitive to climatic fluctua-
tions and thus give a potentially misleading

guide to extinction rates and human
impacts.

CLIVE HAMBLER AND MARTIN R. SPEIGHT

Department of Zoology, University of Oxford,
South Parks Road, Oxford OX1 3PS, UK.

References
1. C. Hambler, M. R. Speight, Conserv.Biol. 10, 892 (1996).
2. C. Hambler, Conservation (Cambridge Univ. Press,

Cambridge, 2004).
3. C. Hambler, M. R. Speight, Br.Wildlife 6, 137 (1995).

Response
HAMBLER AND SPEIGHT SUGGEST THAT
butterflies have experienced amplified
extinction rates in Britain, and thus their
widespread use as indicators of change in
insects (1, 2) is inappropriate. We consider
this argument to be flawed, because of an
artifact of recording.

It is widely accepted that comparisons of
the proportion of species believed to have
become extinct in different taxonomic groups
will be biased if the groups being compared
experienced different levels of past recording
(1, 3). This occurs because the early species
lists for undersampled groups contain a
disproportionately high representation of
common widespread species (4), and it is the
rare and local species in a taxon, which
tended not to have been recorded in the first

place, that are especially prone to extinction
(1, 3). McKinney (5) quantified this artifact in
six groups (mammals, birds, molluscs, crus-
taceans, insects, and marine invertebrates)
and obtained a strong correlation between the
proportion of species recorded as being glob-
ally extinct against the proportion of species
that was estimated to have been discovered (r2

= 0.82). We can extend this analysis to
different groups of British insects using, like
Hambler and Speight, the British RDBs as the
main data source (see figure). 

The figure, which represents change in
9.2% of all known British insect species plus
spiders, shows a similar relationship to
McKinney’s, indicating that for groups in
which “only” 90% of species had been listed
a century ago, recorded national extinction
rates were less than half those of groups in
which 100% of species had been known.
Given the rigor of early butterfly recording,
their documented declines were not unusual.

Nor are British butterflies atypically ther-
mophilous, as Hambler and Speight claim.
The immature, not adult, stages define
climatic constraints on insects (6), and distri-
bution maps show that higher proportions of
aculeate Hymenoptera and Orthoptera
species than butterflies are restricted to the
warmest regions of Britain; moths and 
dragonflies are similar to butterflies, while
staphilinid beetles and woodlice are less
confined to warm spots (7). Furthermore,
because of climate warming, those butterfly
species that are thermophilous experienced
population increases in Britain that frequently
mitigated the effect of habitat degradation (8).
Only four of the ten most rapidly declining
butterfly species could be classed as ther-
mophilous: The majority include alpine
species.

We are also surprised that Hambler and
Speight consider phytophagous insects to
be unduly sensitive to environmental
change. This contradicts their earlier state-
ments (9), with which we agree (6), that
specialists, such as taxa inhabiting rotting
trees, are more threatened; moreover, the
(well-recorded) taxa with the highest
reported extinction rates in Britain have
different lifestyles: carnivorous aquatic
(dragonflies) and social terrestrial
(bumblebees). In theory, parasitic species
are the most vulnerable of all to change
(10). Parasitoids are too poorly described
to assess critically, but social parasites of
ants have a disproportionately high repre-
sentation in RDBs (6). 

In conclusion, we do not claim that
butterflies are ideal indicators of other
insect changes, but they appear to be suffi-

Percentage (Q) of insect (+ spiders) groups
considered to have become extinct in circa
1900–87 in relation to the percentage (U) of
native species in current British lists that were
unknown in circa 1900. Least squares fitted line:
Q = 8.13e-0.0996U, r2 = 0.92, P < 0.001. Squares,
butterflies; circles, other groups: 1, other
Macrolepidoptera (n = 900); 2, spider (n = 622);
3, weevil (n = 612); 4, hoverfly (n = 266); 5,
macro-Brachyra (n = 154); 6, ant (n = 47); 7,
dragonfly (n = 43); 8, grasshopper-cricket (n =
38); 9, mosquito (n = 32); 10, bumblebee species
(n = 26).
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Letters (~300 words) discuss material published
in Science in the previous 6 months or issues
of general interest. They can be submitted
through the Web (www.submit2science.org)
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Washington, DC 20005, USA). Letters are not
acknowledged upon receipt, nor are authors
generally consulted before publication.
Whether published in full or in part, letters are
subject to editing for clarity and space.
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ciently representative to be employed
usefully, due to their comprehensive
recording levels, as the only invertebrate
taxon for which it is possible to estimate rates
of decline in many parts of the world (1, 2).
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Noguchi’s Contributions
to Science

THE RANDOM SAMPLES ITEM “ON THE
money” (4 June, p. 1443) states that
Hideyo Noguchi discovered the syphilis-
causing microbe Treponema pallidum and
that he was trying to develop a vaccine for
yellow fever. Both of these statements are
incorrect.

Noguchi proved that the neurological
disease called tabes dorsalis was due to
late stage syphilis infection. He demon-
strated the presence of Treponema
pallidum in some sections from the spinal
cord of a patient with tabes dorsalis. 

He became interested in yellow fever,
and because of his experience with
Treponema, he thought that this disease
was also caused by some spirocheta-like
organisms. He went to Merida, Mexico, to
study yellow fever. A local physician intro-
duced him to a patient who had Weil
disease, which also produced jaundice but
was caused by Leptospira icterohemorrha-
giae, a spirocheta-like organism. Noguchi
discovered this organism and published it
as the cause of yellow fever. Many compe-
tent microbiologists failed to repeat his
findings, and his statement was considered
a mistake. He went to Ghana to study
yellow fever once more, and he died there

from the disease. He never realized that
this disease was caused by a virus, which
was eventually discovered by Walter Reed.

PINGHUI V. LIU

533 NE Wavecrest Court, Boca Raton, FL 33432,
USA.

Networks by Design:
A Revolution in Ecology

ENVIRONMENTAL CHANGE AND ANTHRO-
pogenic activities threaten biodiversity and
compromise essential ecosystem services
at local to global scales (1, 2). Despite this,
current ecological understanding derives
mainly from site-specific research and
measurements at scales of ≤10 m2 and at
durations of ≤5 years (2–4). Several new
[e.g., Conservation International’s TEAM,
the National Park Service Vital Signs, and
SAEON (South African Environmental
Observatory Network) (5–7)] or proposed
[e.g., the U.S. National Science Foundation’s
NEON and ORION) (8, 9)] initiatives for
continental and global-scale research and
monitoring networks represent unprece-
dented new funding in support of ecolog-
ical research. These programs promise to
expand scales of ecological understanding
and transform ecology into a more mecha-
nistic and predictive science.

Some assume that such networks
should be assembled by locating a single
site in each of a number of ecoregions,
biomes, or biodiversity hotspots [e.g.,
(10)], or that by developing large networks
employing standard methods, many ques-
tions will be answered by brute force.
However, the high degree of variability
inherent in large-scale systems makes it
difficult to disentangle exogenous and
endogenous sources of change and may
compromise the efficacy of network
designs. Designing an effective, large-
scale ecological network is remarkably
complex. In particular, ensuring appro-
priate levels of integrated sampling to
achieve adequate statistical power at
multiple spatial and temporal scales is
extremely demanding. Previous efforts,
often involving substantial expense
(11–15), have been limited by several
recurring problems: absence of clear ques-
tions underlying the design, sampling
inadequacy and bias, inadequate statistical
power, heterogeneity of measurement,
incomplete and unstructured metadata,
lack of tools for integration and analysis of
heterogeneous data, and cultural or institu-
tional impediments to data sharing.

By tradition, ecology has been a grass-
roots discipline in which individual inves-
tigators drive the scientific enterprise in an
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uncoordinated and serendipitous fashion.
Transforming this paradigm to one that
will advance large-scale, mechanistic
understanding across multiple spatial and
temporal scales that reflect critical envi-
ronmental gradients will require a revolu-
tionary change in approach and in the
culture of the discipline. 
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CORRECTIONS AND CLARIFICATIONS

Reports: “Indian Ocean climate and an absolute
chronology over Dansgaard/Oeschger events 9 to
13” by S. J. Burns et al. (5 Sept. 2003, p. 1365). The
chronology for the climate time series presented
in this Report has been found to be ~2.3 ky too
old, due primarily to a systematic standardization
error in measurement of the thorium isotopes. A
new age model for stalagmite M1-2 based on 19
new Th/U analyses measured by thermal ioniza-
tion mass spectrometry (TIMS) at the Heidelberg
Academy of Sciences and 6 new measurements by
induction-coupled plasma mass spectrometry at
the University of Bern is shown in fig. S1 (see
Supplementary Online Material available at
www.sciencemag.org/cgi/content/full/305/5690/
1567a/DC1). A simple linear fit through the data
was used to recalculate ages for individual data
points in the stable isotope time series. The slope
of this line (7.59 year/mm) is nearly identical to
the slope of a linear fit through the original age
model (7.60 year/mm). Thus, the pattern of
climate change observed in the oxygen isotopic
time series does not change with the new age
model. The climate record, however, is moved
forward by 2290 years. On the revised time scale,
the ages of climate events found in the record,
specifically the Dansgaard/Oeschger cycles,
match well with two other independently dated
records (fig. S2): Hulu Cave stalagmites [Y. J. Wang
et al., Science 294, 2345 (2001)] and the most
recent chronology for the GRIP Greenland ice core
[S. J. Johnsen et al., J. Quat. Sci. 16, 299 (2001)].
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TECHNICAL COMMENT ABSTRACTS

COMMENT ON “Managing Soil Carbon” (I)
K. Van Oost, G. Govers, T. A. Quine, G. Heckrath

The assessment of the potential carbon sequestration benefits of no-till agriculture presented by Lal et al. (Policy
Forum, 16 April 2004, p. 393) is overly optimistic, because the carbon dynamics of water erosion remain poorly
understood and because Lal et al. have not accounted for carbon storage as a result of tillage-induced soil redis-
tribution.
Full text at www.sciencemag.org/cgi/content/full/305/5690/1567b

COMMENT ON “Managing Soil Carbon” (II)
W. H. Renwick, S. V. Smith, R. O. Sleezer, Robert W. Buddemeier

Based on erosion and sediment budgets for the United States, we contend that the estimates of oxidation for
eroded soil carbon by Lal et al. are too high. Such overestimates have important implications for estimates of
fluxes involved in the atmospheric carbon dioxide budget in the context of the missing carbon sink.
Full text at www.sciencemag.org/cgi/content/full/305/5690/1567c

Response to Comments on “Managing Soil Carbon”
R. Lal, M. Griffin, J. Apt, L. Lave, M. G. Morgan

Although eroded soil carbon is a major contributor to atmospheric carbon dioxide, Renwick et al. and Van Oost
et al. are correct that the emission from eroded soil carbon is uncertain, with a range of 0 to 100% and with
some values at about 20%. Erosion and tillage destroy structure, alter temperature and moisture, and expose
soil carbon to microbial action that increases carbon dioxide emission (estimated at 1 gigaton of carbon per
year). Deep burial may stabilize carbon, but the labile fraction in the surface layer is mineralized following tillage.
Despite uncertainties, no-till farming and retaining crop residues and cover cropping are certain to increase soil
carbon storage and enhance productivity.
Full text at www.sciencemag.org/cgi/content/full/305/5690/1567d

Published by AAAS



Comment on “Managing Soil
Carbon” (I)

Lal et al. (1) recently argued that no-till
agriculture is a viable strategy for restoring
on-site soil carbon, for reducing soil erosion
and sediment yields, and, consequently, for
enhancing soil quality. We believe, however,
that their statements regarding the relation
between soil erosion and increases in atmo-
spheric CO2 do not take into account all
relevant aspects of agricultural soil erosion.
Failure to correctly assess the role in the
carbon cycle of soil erosion—in particular,
tillage erosion—on arable land may lead to
an overoptimistic view of the potential ben-
efits of no-till farming.

The first issue that requires attention is the
fate of eroded soil carbon and rapid carbon
replacement at eroded sites. Lal et al. (1)
identified soil erosion by water as an impor-
tant source of atmospheric CO2, on the order
of 1 gigaton (Gt) C/year. This assessment
assumes that 20% of the C that is displaced
by water erosion is emitted into the atmo-
sphere, mostly due to the breakdown of
aggregates and subsequent C mineralization
during transport by overland flow (2). How-
ever, C mineralization during transport is not

the only process that affects the C balance of
the water erosion process. The admixture of
carbon-poor subsoil at eroding, carbon-
depleted sites leads to rapid C replacement
through roots and litter input in the soil,
whereas the carbon that is buried at deposi-
tional sites is slowly mineralized. Thus, ulti-
mately, soil erosion and deposition may lead
to carbon sequestration. Some authors esti-
mate that 0.6 to 1.5 Gt C/year may be
sequestered globally through deposition in
terrestrial environments (3). The mobiliza-
tion of terrestrial C during erosion events
may indeed have a significant effect on the
global carbon budget; however, whether
that erosion creates an atmospheric sink or
source is still highly uncertain, as the
various fates of eroded soil organic carbon
(SOC) are poorly understood.

The second issue that demands attention
is that Lal et al. (1) did not consider carbon
storage due to tillage-induced soil redistribu-
tion. Over the past decade, a paradigm shift
in erosion research has occurred with the
identification and growing acceptance of the
dominant role of tillage in redistributing soil

within rolling arable
fields (4 ). Tillage
erosion redistributes
soil in amounts that
often dwarf the effect
of water erosion at the
field scale, and the pro-
cess is now identified
as a major contributor
to the formation of col-
luvial deposits in agri-
cultural landscapes. In
contrast to the sediment
mobilized by water ero-
sion, the soil eroded by
tillage erosion is depos-
ited within the same
field and no transport-
related mineralization
of organic matter oc-
curs. Therefore, tillage
erosion results in high
carbon inventories at
depositional sites (Fig.
1). Because part of the
eroded carbon is dy-
namically replaced at

eroding sites as a result of increased humification,
tillage erosion and deposition lead to carbon
sequestration on arable land. For example, assum-
ing a tillage erosion rate of 10 Mg/ha per year, a
carbon content of 2%, and that only 50% of the
eroded carbon is replaced at eroding sites (3),
tillage erosion leads to an annual carbon seques-
tration rate of 10 g C/m2.

Recognizing and understanding the mag-
nitude and dynamics of the tillage erosion–
induced carbon sink is crucial, given that the
sink would be lost with a change to no-till
agriculture. In the United States and Europe,
conversion from conventional tillage to no-
till or minimal-tillage agriculture is consid-
ered to be the practice with the highest car-
bon sequestration potential for arable land
(5,6). Yet tillage erosion leads to C seques-
tration rates that are of the same order of
magnitude as the projected annual potential
carbon sequestration rate of 10 to 40 g C/m2

from the conversion of agricultural land to
no-till (6, 7). The carbon sequestration ben-
efit of no-till practices on sloping land may,
therefore, be considerably less than expected.
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Fig. 1. Spatial differences in carbon storage due to tillage erosion. Soil
carbon inventories (g C/m2) for the 0 to 0.45 m soil layer were measured
at an eroding agricultural field in Denmark (57°20’N, 10°31’E). Erosion
classes are based on the measured 137Cs activity; values significantly
lower or higher than the 137Cs reference value (at the 0.05 level) were
classified as erosion and deposition, respectively. The 137Cs reference
value was determined by sampling an uneroded site in the area. n
indicates the number of samples in each class. Error bars represent 1 SD.
There is a significant difference in the measured SOC inventories be-
tween eroding, stable, and aggrading sites (F � 29.46, P � 0.0001 in
one-way analysis of variance).
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Comment on “Managing Soil
Carbon” (II)

Lal et al. have recently argued (1, 2) that
restoring soil carbon levels worldwide is im-
portant for a number of purposes, including
reducing atmospheric CO2 concentrations.
We agree, but we question how much eroded
soil C is ultimately delivered to the atmo-
sphere. Previous estimates of the proportion
of eroded soil carbon oxidized range from
0% to near 100% (3, 4). We believe that the
true value is nearer the extreme low end of
that range, because much of this soil carbon
is deposited in depressions, water impound-
ments, and floodplains, where oxidation rates
are lower than in the original soils (5, 6).
Therefore, erosion-related emissions of C are
probably much smaller than the �1 gigaton
(Gt) C/year estimated by Lal et al. We have
argued previously (7) that erosion and subse-
quent deposition represent an apparent sink
of �1 Gt/year.

Our published estimates suggest that soil
erosion globally mobilizes �1.4 Gt carbon
annually (7), based on a robust budgetary
estimate for the United States of 0.05 Gt C
mobilization per year from erosion. Further,
we demonstrated that U.S. river discharge of
total organic C is about 20% of soil C ero-
sion. We identified storage compartments for
bulk sediment on land—large (inventoried)
impoundments, smaller (uninventoried) im-
poundments, and (by difference) alluvium—
and estimated the organic carbon buried in
each. The carbon not associated with any
storage compartment was assigned to oxida-
tion. Within the uncertainties in our bulk
sediment budget, there was no evidence of
net carbon oxidation, although we cited the
basis on which our estimates could be raised
from 0 to 20% oxidation. This estimate was
based on budgetary calculations, not an as-
sumption, as stated by Lal et al. (1, 3). Al-
though the Lal et al. value of 20% is not
inconsistent with that range, we believe that
this high-end value is extreme for the United
States and that higher percentages are well
outside the constraints imposed by the bud-
get. Indeed, the Lal et al. estimate of 1 Gt

yearly carbon loss to the atmosphere is itself
based on two unsubstantiated assumptions:
20% C oxidation in the erosion/transport pro-
cess and 3% C content of soils (8).

We have also demonstrated that deposi-
tion in artificial impoundments is the largest
single sink for eroded soil in the United
States (9, 10). The carbon content of this
sediment is similar to that of the soil from
which it was derived, which in turn indicates
that there is little or no loss in transport (11).

In terms of effect on the CO2 budget, the
most important issue is how the oxidation rates
for eroded and uneroded soil carbon compare.
Rice (5) points out that soil C, at field moisture
capacity, is more rapidly reactive than C in
either water-saturated sediments or dry soil.
If both our budgetary model and the asser-
tions of Rice are valid, then erosion decreases
the net rate of soil carbon oxidation by mov-
ing soil C from relatively reactive to relative-
ly unreactive sites. However, the combina-
tion of tillage and erosion in fields does
increase the C oxidation from soils in situ.
The magnitudes of these counterbalancing
processes are unknown or, at least, poorly
quantifiable.

With respect to mass balance, a smaller
source term (for example, less oxidation of
eroded soil C) is equivalent to a net sink. The
general equation is that net ecosystem pro-
duction (NEP) equals net primary production
(NPP) minus respiration (R). Soil C oxidizes,
whether it is in place or not. Eroded soil
carbon continues to oxidize, but we contend
that the erosion and redistribution to buried,
submerged, waterlogged, or even dry envi-
ronments lowers the net oxidation rate. Thus,
eroding soil C raises NEP by lowering R. We
have estimated (4) that the difference be-
tween the Lal et al. estimate of soil C oxida-
tion and our estimate corresponds to an ap-
parent erosion-associated soil carbon “sink”
of about 1 Gt/year. This virtual sink has gone
unrecognized because it is passive (less oxi-
dation than expected) rather than active (pho-
tosynthetic fixation).

Loss of soil C from an individual field
represents a complex admixture of local
translocation, local oxidation, and “down-
stream” oxidation and is difficult to de-
scribe at the field scale. Although our anal-
ysis differs in an important detail from that
of Lal et al. (1), we fully support their call
for the development and adoption of tools
such as conservation tillage agriculture.
This would not only increase the carbon
content of soils, but also preserve storage
capacity in impoundments where eroded
soil and carbon are accumulating.
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Response to Comments on
“Managing Soil Carbon”

We agree with Renwick et al. (1) and Van
Oost et al. (2) that the magnitude of organic
carbon lost from cultivated soils by erosion
and mineralization processes is uncertain.
The uncertainty is especially large with re-
spect to the fate of carbon transported, redis-
tributed over the landscape, and deposited in
depressional sites; resolving that uncertainty
will require additional site-specific data from
properly designed experiments. Little uncer-
tainty exists, however, about the benefits of
no-till agriculture: It slows water and wind
erosion and stops tillage erosion, preserving
land fertility and productivity and sequester-
ing carbon.

Renwick et al. highlight the importance of
understanding the pathways of carbon dis-
placed by erosion and of quantifying the
magnitude of erosion-induced emission of
CO2, CH4, and N2O into the atmosphere. In
response, we point out that soil erosion exac-
erbates carbon emission from ecosystem in
five ways.

1) Soil erosion increases soil degradation
and reduces biomass production on-site. Crop
yields in eroded soil can be drastically reduced,
even with high fertilizer input (3, 4), which
itself increases emission of CO2 and N2O. Yield
reduction is especially severe in tropical soils of
low inherent fertility (5, 6). Erosion reduces
production through adverse effects on soil
structure, aeration, effective rooting depth,
available water-holding capacity, and nutrient
reserves; the reduced production, in turn, fur-
ther reduces the soil carbon pool. Erosion de-
creases net primary productivity (NPP) on
eroded sites, increases oxidation of soil organic
matter, and reduces net ecosystem productivity
(NEP). The gains in the soil carbon pool in
depressional sites rarely compensate for losses
on eroded sites in view of reduced NEP and
increased mineralization.

2) Erosion causes the breakdown of
macroaggregates into microaggregates and,
possibly, complete soil dispersion, expos-
ing hitherto encapsulated organic matter to
microbial processes. The outer layer of
macroaggregates has more soil organic
matter than the inner core (7); that outer
organic matter is progressively peeled off
and transported with the sediments, be-
cause aggregation and soil structure control
decomposition of organic matter in soil (8).
Changes in soil moisture and temperature
also increase the rate of decomposition of
the remaining organic matter at the eroded

site. Eroded soils have different radiative
and thermal properties, leading to increased
soil temperature (9), an important factor
controlling CO2 emission from soil (10).

3) Sediments are often enriched in soil
organic carbon (SOC), because SOC has low
density and is concentrated in the vicinity of
the soil surface. The enrichment ratio of car-
bon in the sediments can be 5 to 32 times (11,
12) as high as that for the field soil. Most of
C transported with sediment is the labile frac-
tion, which is easily mineralizable (13); the
mineralizable fraction in translocated organic
matter may range from 29% to as high as 70%
(14–16). Thus, assuming that the mineraliz-
able fraction in eroded and redeposited ma-
terial is close to zero (17) can lead to errone-
ous conclusions. In most cases, sediment
deposited may lead to higher emissions (CO2,
CH4, and N2O) from depositional sites. Over-
all, soil erosion is a net source of CO2 and
other gases, and in many watersheds a 20%
oxidation rate is rather conservative (14–16).
Taking into consideration the enrichment ra-
tio and the delivery ratio of total soil displaced,
emission of 1 gigaton (Gt) C/yr is possible.

4) In truncated soil profiles characterized
by carbonaceous subsoil horizons, exposed
carbonates may react with acidiferous mate-
rial, such as fertilizers, and release CO2 into
the atmosphere.

5) The fate of carbon deposited in burial
and depressional sites is governed by com-
plex processes. The deposition may decrease
the rate of mineralization by reaggregation of
dispersed clay and silt (18) and burial of
carbon-rich material and calciferous layer.
On the other hand, the rate of mineralization
may also be increased in depressional sites
because of the high proportion of mineraliz-
able fraction (19). Depending on soil mois-
ture and temperature regimes, depositional
sites may also undergo methanogenesis with
release of CH4 and denitrification with re-
lease of N2O. The rate of mineralization on
erosional phases strongly depends on soil
temperature (19).

On the whole, as these mechanisms sug-
gest, accelerated erosion reduces the eco-
system carbon pool, accentuates carbon
emissions, and must be controlled effec-
tively. Still, despite success in modeling
erosion-induced loss of soil carbon, the fate
of the displaced carbon remains largely
unresolved (20), as both Renwick et al. and
Van Oost et al. suggest.

Van Oost et al. also comment on tillage
translocation—soil movement during tillage,
which in turn leads to soil loss from convex
slopes and soil gain by concave slopes. A net
downslope displacement of soil on the hill-
slope by tillage, called tillage erosion, has
been discussed as a soil degradation process
since the 1940s (21–23). In general, the soil
flux increases with increase in slope gradient
and tillage intensity, and strongly depends on
the antecedent soil conditions (24). Soil deg-
radation and its adverse effects on productiv-
ity on convex slopes are as pronounced in
tillage erosion as in water erosion, and both
forms of erosion accentuate spatial variability
in soil quality.

Yet there are some notable differences
between tillage-induced and water-induced
erosion. For one, soil erosion by water pref-
erentially removes the light fraction, so sed-
iments thus removed are generally enriched
in SOC and other elements. Also, the depo-
sition of sediments in the water erosion pro-
cess follows Stokes’ law: The sequence and
the rate of fall depends on the particle size.
Further, the depositional site for water ero-
sion, being preferentially enriched in soil C,
may have different soil properties and differ-
ent gaseous flux than concave slopes receiv-
ing soil translocated by tillage operations.
And tillage erosion generally causes soil loss
in the shoulder position, whereas water ero-
sion causes soil loss on mid and lower back-
slope positions (25).

Any tillage and related soil disturbance
enhances the rate of mineralization of soil
organic matter (26) and thus leads to emis-
sion of CO2 into the atmosphere. The losses
of carbon can be especially high if the
depositional sites, where the labile fraction
is concentrated in the top 10 to 20 cm, is
tilled frequently. Tillage decreases the hu-
mification rate compared with no-till tech-
niques (27) and leads to depletion rather
than sequestration of soil carbon. Further,
tillage operations involve fossil fuel con-
sumption of as much as 30 to 40 kg C/ha/
season (28). Rather than providing a sink,
tillage accentuates the capacity of soil as a
source of CO2 to the atmosphere. If tillage-
induced erosion reduces crop productivity
and the amount of residue returned to the
soil is also thus reduced, it is extremely
difficult to stabilize or increase the SOC
pool (29). As with the data in figure 1 of
Van Oost et al. (which does not provide the
least significant difference, with which to
compare means), extensive research from
the midwestern United States (30) and from
Canada (31) also show a higher SOC pool
in depositional sites. Yet the total SOC pool
in the eroded and deposited landscapes is
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lower than in uneroded landscapes because
of losses by mineralization.

Because the global C budget cannot be
balanced, the so-called missing sink or un-
known residual sink lumps in all the uncer-
tainties. The magnitude of unknown sink
could be 2 to 4 Gt C/yr (32) or more because
of unaccounted-for erosion-induced effects
and other sources. Further, accelerated soil
erosion is a threat to world food security,
water quality, and health of coastal ecosys-
tems (hypoxia). Although there is indeed un-
certainty concerning how much carbon no-till
agriculture is preventing from being emitted
to the atmosphere, there is no doubt of the
value of no-till agriculture in preserving crop-
land for the benefit of people today and in the
future. The latter benefit is sufficient reason
to promote no-till extensively, even as the
uncertainty about carbon emissions rates is
being resolved. No-till agriculture and soil
carbon sequestration are win-win options,
both locally and globally.
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R
udyard Kipling’s poem “The Sons of
Martha,” often cited by engineering so-
cieties and organizations, uses the

parable of Jesus’s visit to Mary and Martha
to set the stage for the role of Martha’s sons
for eternity. Martha’s sons will forever serve
the sons of Mary. They will do so in many
gifted ways; they will move mountains, part

seas, and so forth. But
no matter how talented
they may be, they will
nonetheless be serving
the sons of Mary.
Except through the exe-
cution of their orders,
they will not be deter-
mining their own or the
world’s fate. For a good
part of the 20th century,
this is precisely the role
that engineers played,

one of directed performance—marginalized
from many policy- and decision-making ta-
bles (both in government and industry).

However, this is not the role engineers
have always played. Thomas P. Hughes’s
new book, Human-Built World, describes a
time when these masters of technology
were thought to be imbued with “godlike
powers” or, at a minimum, promethean in-
genuity. Rather than being relegated to a
vocational category of education, the study
of the mechanical or technological arts was
formerly elevated to the status of the liber-
al arts. Hughes goes on to provide a com-
pelling story of how engineering was
thought to have the capability, and indeed
the destiny, of providing a second (and bet-
ter) edenic creation. 

To the extent that this remains a com-
monly held belief, we are assured of falling
short of this lofty goal. No doubt technology
must have a major part to play in opening
the doors to paradise. Yet until technology is
born out of and imbued with broad-based
cultural values that help direct its creation,
we will forever be the proverbial dog chas-
ing its tail. But what, after all, is technology?
Hughes (an emeritus professor in the histo-
ry and sociology of science at the University
of Pennsylvania) begins his book with the
statement that “technology is messy and

complex.” Indeed it is, so much so that most
well-educated people would be hard pressed
to provide a succinct definition. In Hughes’s
own definition, technology is process and
product inextricably tied together. It is de-
signer and craftsman, scientist and engineer,
inventor and mechanic using knowledge and
tools to create and control the human-built
world. This definition has some
very attractive features: Tech-
nology is no longer inanimate
but becomes a reflection and
embodiment of the human
essence. Technology has intrin-
sic value and purpose; it is not
an innocent product of its cre-
ator, waiting to be put to some
use—good or bad. Just as
Victor Frankenstein had to take
responsibility for his creation,
so must today’s technologists be
responsible for what they pro-
duce. It is unacceptable to cre-
ate solely because you can. The
ostensible requirements of a
high-tech work force have often
relegated the study of the hu-
manities in engineering schools
to a second-order importance. It
is interesting that the modern-
day technological wizards often
practice their art without being
well grounded in the human
condition or the human record.
Perhaps these are some reasons
that they have lost their influ-
ence over the direction and uses
of their own intellectual labors. 

Hughes discusses technolo-
gy’s role in and impact on cul-
ture, as reflected through ma-
chines. He implicitly poses the
question of what is driving what: is culture
a result of technology or is technology re-
sponding to culture? In a clever juxtaposi-
tion, Hughes then moves to consider tech-
nology as systems (control systems and in-
formation systems). Here he proffers an
implicit answer—technology and culture
are interdependent—through a description
of the nature of feedback mechanisms and
control loops. Technology and its relation
to society are indeed messy and complex.
In the last half of the previous century, we
moved into the information age, a time
when minds displace machines. Hughes

does a very nice job weaving together a dis-
cussion of information as manifested in
molecular biology, computer chips, wea-
pons systems, and ecosystems. 

In the book’s climax, Hughes turns to
technology and culture together. This excit-
ing and stimulating chapter focuses on tech-
nology as reflected primarily through archi-
tecture. Much of what Hughes discusses in it
seems embodied in the protagonist of Ayn
Rand’s The Fountainhead, Howard Roark.
(Though the book’s only reference to the
novel is a brief mention, in a subsequent
chapter, of Gary Cooper’s portrayal in the
film version.) Indeed, Roark could have

been talking about the Bauhaus school when
he mused that “most people build as they
live—as a matter of routine and senseless
accident. But a few understand that building
is a great symbol. We live in our minds, and
existence is the attempt to bring that life in-
to physical reality, to state it in gesture and
form” (1). Compare this with how Hughes
describes the fusion of art and technology:
“Artists turned to technological symbols and
metaphors to represent a modern world and
human characteristics.” It is clear that in lit-
erature as well as in art and architecture,
technology is a vehicle to set the soul free. C
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Hughes’s coda does a nice job of closing
the circle by bringing in the dimension of
ecotechnology. Although he never uses the
s-word (sustainability)—probably because it
is as much of a cliché in engineering as post-
modernism is in literature—he does allude
to many of the tenets that are encompassed
by its various definitions. It is clear technol-
ogy and culture are not separate and com-
peting elements of the human-built world.
Rather, they must be thought of together and
transcended if we are to realize a civilization
that can survive for the centuries to come. 

Human-Built World offers an excellent
overview of how to think about culture and
technology. The book should be required
reading for anyone who aspires to partici-
pate meaningfully in our technological soci-
ety. It also serves to remind us that returning
engineers to the policy- and decision-mak-
ing tables will move us closer to fully real-
izing technology’s potential and promise.
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T
he 19th-century British physicist
William Thomson (later Lord Kelvin)
proclaimed in 1883 that “when you

cannot measure it, when you cannot express
it in numbers, your knowledge is of a mea-
ger and unsatisfactory kind.” Not simply a
theoretical physicist, Thomson was also a
great experimenter, a proponent for stan-
dardization, and the designer of various pre-
cise electrical instruments. 

In recent years, historians of
science and technology have
paid increasing attention to
measurement. Because quantifi-
cation and standardization char-
acterized the practices of electri-
cal measurements from Cou-
lomb into the 20th century,
measurement and measuring in-
struments in electrical science
and technology have been exten-
sively discussed. Some argue
that quantification provided a
basis for the objectivity of science.
Standardization functioned as a sort of com-
mon language, one which facilitated the
communitarian characteristics of science.
Due to these traits, scientific knowledge be-
came easily moved and shared. Such institu-
tions as Cambridge University’s Cavendish
Laboratory (which each year measured the
value of the standard resistance ohm),
Berlin’s Physikalische-Technische Reich-
sanstalt, and the United Kingdom’s Na-
tional Physical Laboratory established im-
perial standards and dißstributed them to
the world. They were, according to the
French sociologist Bruno Latour, the “cen-
ters of calculation” and embodied power
in the Foucauldian sense.

Missing from these previous historical
and sociological discussions on measure-
ment is the complex net of relationships be-
tween theory and practice, between practi-
tioners and instruments, and among practi-
tioners from diverse backgrounds. This net
is the subject of Graeme Gooday’s The
Morals of Measurement. As Gooday, a his-
torian of science at the University of Leeds,

aptly argues, electrical units and
standards were continuously
contested through the last quar-
ter of the 19th century. Without
universal standards, physicists
and electrical engineers (though
generally trusting their instru-
ments) disputed the values ob-
tained from measuring various
quantities. 

When and why did practition-
ers come to trust the measure-
ments? A simple answer would
be that they did so when the

measurements became sufficiently accurate.
But this begs the crucial question, because
they employed the language of accuracy to
set the limits within which they could trust
others’ (and their own) measurements. They
could have trusted the results obtained by
others when they believed in the honesty
and integrity of the measurer. However, this
criterion does not provide a sufficient con-
dition for trustworthiness either, because
honest and credible practitioners could pro-
duce inaccurate data if their measuring in-
struments were not correctly calibrated.

Gooday’s book highlights the moral di-
mensions involved in measurement, and it
suggests the advantages of considering the
history of measurement from the perspective
of morals and trust rather than that of power.
Measurements of electrical properties com-
prise several moral factors: the practitioner’s
assumption of the integrity of previous meas-
urers; the trustworthiness of the measurer’s
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skill and experimental practices; the trust-
worthiness of the theory, instruments, and
substances used in the measurement; the
honest reporting of results; and the benefits
of the quantitative data for others. When
practitioners accepted measurements ob-
tained by others, all these factors formed a
net of credibility and simultaneously con-
tributed to the formation of trust. However,
when one or two of these factors were in
doubt, the entire measurement and its data
tended to be seen as suspect. As a result, the
history of electrical measurement that
Gooday explores is accurately characterized
in terms of dispute and contest rather those
of harmony and consensus.

The first of the book’s six chapters pro-
vides a detailed analysis of the role of trust
in measurement. Rather than placing exces-
sive emphasis on standardization carried out
by the imperialistic laboratories, Gooday ar-
gues that consideration of the bonds of trust
provides a better grounds for understanding
whose measurement was trusted and why.
The second chapter, which discusses the
notion of accuracy, highlights the interest-
ing difference between German and
British practitioners over the best method
for maximizing measurement accuracy. The
Germans favored taking a great number of
measurements in order to employ a method
of error analysis, whereas the British pre-
ferred paying sufficient care to decrease the
error in individual measurements. In the
subsequent chapters, Gooday discusses the
aforementioned moral dimensions involved
in the measurement of resistance, current,
self-induction, and domestic electrical con-

sumption. For the difficult task of measur-
ing the self-induction of electrical machin-
ery, no consensus was established until ear-
ly in the 20th century. Gooday also shows,
however, that even a seemingly simple
measurement of electrical current was not
universally standardized during the Vic-
torian era, because scientists and engineers
employed different amperemeters at differ-
ent sites and for different purposes. 

Because Gooday’s work tightly focuses
on the moral and social dimensions of elec-

trical measurements, those who wish to ex-
plore how the technologies and techniques
were developed and functioned should also
refer to other books and articles.
Nonetheless, there is no doubt that The
Morals of Measurement is a timely contri-
bution to the history, as well as the histori-
ography, of measurement. It complements
recent scholarship, which has emphasized
the universalizing tendency of standardiza-
tion, and will draw historians’ attention to
the importance of morals and trust.
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Coupled problems. The issue of quantifying self-induction came to prominence in efforts to com-
mercially run alternating-current generators (alternators) in parallel, as was done with the belt-
linked alternators and steam generators at this Electric Lighting Station in West London (circa 1893).
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Sun-dried mud bricks are
easily made but suffer from a
susceptibility to rains and
floods. Although fire-hardening
requires an ample supply of fuel
as well as the skills to select ap-
propriate clays and maintain
steady kiln temperatures, the
result is a waterproof and re-
silient material. Campbell and
Pryce offer lay readers a pro-
fusely illustrated introduction
to the diverse uses of brick in building and engineering. Their per-
sonal survey ranges from the earliest common use of fired brick (in
Mesopotamia, circa 3000 B.C.) to contemporary housing in
Amsterdam. Among the highlights is the Tomb of the Saminids, cir-

ca 900 C.E., at Bukhara, Uzbekistan (left), which
has been immaculately preserved largely because
it had been buried under sand for much of its ex-
istence. The book focuses on architecture, but it
also reveals the variety in sizes and shapes of
bricks and discusses the techniques of brickmak-
ers and bricklayers.

Inventing for the Environment. Arthur Molella
and Joyce Bedi, Eds. MIT Press, Cambridge, MA,
2003. 320 pp. $29.95, £19.95. ISBN 0-262-
13427-6. Lemelson Center Studies in Invention
and Innovation.

The contributors explore the variety of ways in
which technological innovations affect interac-
tions between humans and nature. Each of the
volume’s sections examines a particular environ-
mental topic, such as urban landscapes or alter-
native energy sources. Each section comprises
three parts: an essay by a historian, a perspective

by someone working on the issue, and a biographical portrait of an
individual who has contributed a creative approach to the problem.
The dialogue among historians, inventors, architects, and planners
is meant to provide part of the foundation for a sustainable future.
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T
he Cartagena Protocol on Biosafety
was enacted in 2003 to regulate trans-
boundary movement of genetically

modified organisms or LMOs (living modi-
fied organisms, the legal term defined by the
protocol) (1). The Japanese Diet approved a
bill that made drastic changes to existing na-
tional guidelines to fulfill the requirements
of the Cartagena Protocol (2). Ministries as-
sociated with aspects of biosafety discussed
the bill and its integration with the overall
system for environmental and laboratory
safety (3), and the Japanese law entered into
force in February 2004.

This law has made legal procedures more
comprehensive and consistent. However, op-
erational details have not yet been digested by
stakeholders, especially commercial traders
and academic researchers. Furthermore,
Japan is at a critical stage in dealing with neg-
ative public reaction to modern biotechnolo-
gy and its products.

Under the new law, there are specific le-
gal procedures required for exchange of
transgenic organisms with Japan. For impor-
tation, it is necessary to document prior in-
formed consent (PIC) between exporter and
importer. The shipment must clearly indicate
on the package and in accompanying docu-
mentation that transgenic materials are in-
cluded. For Japanese scientists, importation
of transgenic materials is allowed only after
the certification of experiments as safe by
the research institution or, if the risk level is
high, by the Ministry of Education, Culture,
Sports, Science, and Technology (MEXT).

For exportation, a PIC document is re-
quired from the importer to protect
Japanese research institutions from foreign
claims. International scientists should be
aware, for example, that transport of re-
combinant microorganisms and seeds from
transgenic plants could be rejected for lack
of documentation. For those who are ac-
customed to a more relaxed system, the

new laws require attention to avoid delays
or blocked shipments. This applies to ma-
terials for basic research or commerce.

There is domestic confusion as well over
the new rules. To focus attention on this is-
sue, officials at MEXT (4) have held tutori-
als for the academic community and basic
research institutions on risk minimization
and the new legal system. This is to avoid
procedural failures that might result in do-
mestic legal prosecution and penalties, as
well as any international perception that
Japan has problems with compliance.

Importation of transgenic crops is sky-
rocketing in Japan. For example, the com-
bined value of imported transgenic soybean,
maize, and canola was nearly US$ 3.5 bil-
lion in 2003 (5). However, against the back-
drop of food safety concerns and distrust of
government authorities in the wake of
bovine spongiform encephalopathy, avian
influenza, and fraudulent food labeling
scandals, public anxiety has been increasing
(6). One result is that local prefectures in
Shiga, Iwate, Hokkaido, and Ibaraki are
considering instituting their own regulations
(7–10) on the general release of transgenic
organisms, in an attempt to regulate crops
that have already been approved by the cen-
tral Japanese government. There is concern
that public reaction will adversely affect lo-
cal farmers and the tourism industry, as well
as fear that products derived from genetic
engineering are not safe and that transgenic
crops could contaminate neighboring fields.

Elsewhere in Asia, national efforts to
promote testing and use of transgenic crops
have increased. For example, China has
nearly 7 million acres of Bt cotton (which
has Bacillus thuringiensis toxin genes), and
India and Pakistan have developed commer-
cial products from their research (11–13).
However, the paradigm shift toward compa-
rable developments in Japan may not occur
because of extreme feeling against trans-
genic crops (14). Although hundreds of ex-
periments on transgenic plants are being
conducted yearly, they could be shut down
by fragmented and preventive regulations,
as is happening in the United Kingdom (15).

The biggest problem may be that dis-
cussions on transgenic organisms have

never been seen as a long-term, trust-build-
ing, and collaborative exercise among
stakeholders. Organizations such as the
Japan Bioindustry Association; the Society
for Techno-Innovation of Agriculture,
Forestry, and Fish; and the International
Life Science Institute (ILSI) Japan have
met to discuss public education (6, 16, 17).
However, their sessions have not had fol-
low-up. Approaches to risk communication
need to be re-examined (18).

Although academic societies have tried
to promote public awareness, there has been
little consensus within or between organiza-
tions. Individual scientists have made public
statements, adding to the confusion (19).
The Japanese Society for Plant Cell and
Molecular Biology and the Japanese Society
of Breeding have begun to hold discussions
on transgenic crops with consumer groups,
stakeholders, and governmental organiza-
tions. This is a step in the right direction, but
sustained effort will be needed if plant
biotechnology is to prosper in Japan.
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F
orm ever follows function.” Penned in
1896 by the renowned architect Louis
Henri Sullivan in reference to the first

tall office buildings, this sentence also ap-
plies to the structure of cell membrane pro-
teins. Although high-resolution structures
of protein channels that allow passage of
ions, uncharged solutes, and even water
have been solved, the precise mechanisms
by which gases cross biological mem-
branes have remained enigmatic. On page
1587 of this issue, Khademi et al. (1) pro-
vide a quantum leap forward in our under-
standing of gas transport. They resolve the
crystallographic structure of a bacterial
ammonia transport channel, AmtB, to 1.35
Å—an unprecedented resolution for an in-
tegral membrane protein. 

Ammonia (NH3) is a gas, but when dis-
solved in water it exists predominantly as the
ammonium ion (NH4

+) with a pKa of about 9
under physiological conditions. For a bac-
terium, NH3 is an important nutrient that
must be taken up from the surroundings to
provide a source of nitrogen for amino acid
synthesis. AmtB is a transport protein pres-
ent in the bacterial inner membrane between
the cytoplasmic and periplasmic spaces that
facilitates NH3 uptake (see the figure).
Interestingly, AmtB proteins are genetically
related to the structural components of the
Rh blood group antigens of mammalian red
blood cells. The Rh-related proteins are a
family of membrane proteins reported to fa-
cilitate the transport of ammonia (2) and car-
bon dioxide across eukaryotic cell mem-
branes (3). Human Rh-related proteins are
thought to be important in critical physiolog-
ical processes and, when defective, may re-
sult in impairment of systemic pH regulation
or central nervous system dysfunction due to
ammonium toxicity. The structure of Rh
antigens has long been pondered. Now, the
trimeric structure of AmtB revealed by
Khademi and colleagues suggests a simple

explanation for how the three Rh polypep-
tides of red blood cells—RhAG, RhD, and
RhCE—form the Rh antigen complex in the
erythrocyte plasma membrane (4). In addi-
tion, the Khademi et al. study reveals a
mechanism of ammonia permeation in bac-
teria that is likely to be similar in eukaryotic
cells.

Databases of solved protein structures
are burgeoning with structural maps of
both intracellular and extracellular pro-
teins. However, structures of integral pro-
teins with their many membrane-spanning
loops are just now beginning to emerge. A
common strategy, and one adopted by
Khademi et al., is to express paralogous

genes from multiple bacterial species, pre-
pare three-dimensional crystals of the pro-
teins they encode, and select the crystal
producing the highest resolution x-ray dif-
fraction pattern for analysis. The structures
of a few eukaryotic integral proteins have
been determined by cryo-electron mi-
croscopy of membrane crystals or by mo-

lecular modeling using coordinates
determined from x-ray analysis of
prokaryotic paralogs. Khademi et
al.’s success with AmtB, an integral
membrane protein from Escherichia
coli with 11 membrane-spanning α
helices, foreshadows continued
progress with other integral mem-
brane proteins whose structures have
been elusive. 

Elements of the AmtB structure
reveal how this protein channel trans-
ports ammonia (see the figure).
AmtB has the same structure when
crystallized in both the absence and
presence of ammonia, leading the au-
thors to conclude that it is a channel
rather than a transporter that would
be expected to have flexible elements
involved in translocation of the sub-
strate. At the two ends of the pore,
broader vestibules contain NH3 in
equilibrium with NH4

+. AmtB has at
its center a narrow hydrophobic pore
element about 20 Å in length, which
allows the passage of NH3 but not the
monovalent ion NH4

+. This distinc-
tion is important because the struc-
ture must prevent ions such as K+

from crossing the inner membrane.
Thus, AmtB is an NH3 channel that
does not mediate the net transfer of
protons and does not directly alter the
membrane potential. Although these
conclusions appear contrary to those
of prior studies in which biophysical
techniques indicated that ammonia

translocation is affected by pH and voltage
gradients (5), Khademi and colleagues ar-
gue persuasively that their model (see the
figure) is compatible with most of the bio-
physical data reported so far. 

Simple membrane bilayers have moder-
ate intrinsic NH3 permeability (6), so the
necessity of ammonia channels could be
questioned. Ammonia channels, however,
may serve to accelerate ammonia transport
at sites where the diffusion of NH3 through
the lipid bilayer is too slow for physiologi-
cal needs, or may provide a molecular tar-
get for regulating the passage of NH3. Both
functions may be important in the mam-
malian kidney collecting duct where two
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The AmtB ammonia channel of E. coli. Resolution of
the structure of the bacterial integral protein AmtB re-
veals a wider vestibule at the top and bottom of the
channel. The amino acid residues that line the pore of
the outer vestibule—Trp148, Phe107, Phe103, and Ser219—
stabilize NH4

+ (Am1). Midway through the membrane,
the channel narrows over a 20 Å span. Here, two pore-
lining residues, His168 and His318, stabilize three NH3

molecules (Am2, Am3, and Am4) through hydrogen
bonding (red dashed lines). The molecules return to
equilibrium as NH4

+ in the inner vestibule.
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Rh-related proteins are expressed—RhBG
in the basolateral plasma membrane and
RhCG in the apical plasma membrane (5).
Regulated excretion of NH4

+ by the kidneys
is a crucial mechanism for controlling sys-
temic pH (7). Synthesized in the proximal
tubule, NH4

+ accumulates in the renal
medulla by active transport from the loop of
Henle. The final step in NH4

+ excretion in-
volves rapid NH3 diffusion across the col-
lecting duct epithelium in parallel with ac-
tive H+ secretion. Although it has been as-
sumed that NH3 diffuses into the collecting
duct lumen through the lipid bilayer, the
structure of AmtB predicts that the entry of
NH3 is mediated by the Rh-related proteins
expressed there. It remains to be seen
whether NH3 penetration through these pro-
teins may be a point where systemic acid-
base balance is regulated, or whether Rh-
related proteins are involved in clinical dis-
orders such as renal tubule acidosis.

Another site where rapid ammonia
transport may be critical to homeostasis is
the liver where RhBG is present (8). NH4

+

is produced during the catabolism of amino
acids and is also delivered to the portal cir-
culation by intestinal bacteria that break
down urea. NH4

+ is a neurotoxin and must
be efficiently cleared from the portal blood
by hepatocytes and converted to urea and
glutamine to prevent serious systemic con-
sequences. Central nervous system dys-
function occurs if NH4

+ concentrations are
elevated as seen in hepatic encephalopathy,
a common but ominous manifestation of
advanced liver failure. RhBG is expressed
selectively in the pericentral hepatocytes,
just before the portal blood is delivered to
the systemic circulation. Thus, RhBG may
be important to the process that normally
clears the last vestiges of ammonia from
the portal blood.

The structural determination reported

by Khademi et al. provides great insight
into the important process of gas trans-
port. As with the transport of water, glyc-
erol, and other uncharged solutes, the phe-
nomenon of gas transport now has a mo-
lecular identity and an advanced level of
understanding. Thus, physiologists may
now be able to ask specific scientific
questions about ammonia transport with
great precision. 
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T
he transition to turbulence in fluid
flow is an everyday experience. As a
faucet is slowly opened, the initially

laminar flow of water changes into an ir-
regular chaotic flow. As a result, friction is
much increased and, for the same dis-
charge, a higher pressure head must be ap-
plied than in the laminar case. This transi-
tion is of fundamental importance in engi-
neering problems dealing with fluid flows.
On page 1594 in this issue, Hof et al. (1)
present the first observation of a basic dy-
namical property of the transition.

The study of the onset of turbulence has
a long history. In 1839, Hagen first noted
the existence of two distinct flow regimes in
the discharge from pipes (2). Some 50 years
later, Reynolds (3) realized that the transi-
tion between these regimes only depends on
a dimensionless number, Re = UD/ν, where
U denotes the mean velocity averaged over
the circular cross section of the pipe, D is
its diameter, and ν is the kinematic viscosi-
ty of the fluid.

In pipe flows, disturbances of finite am-
plitude are responsible for the transition to
turbulence. Reynolds noticed as much
when he reported that the transition was

delayed to higher values of Re when a par-
ticularly smooth entrance region of the
pipe was used. However, theoretical studies
can treat easily only infinitesimally small
disturbances, and this is one reason why
theoretical understanding of the transition
to turbulence in shear flows
has been slow to emerge.
For laminar flow in a chan-
nel between parallel plates,
such analysis suggests that
laminar flow should be-
come unstable at Re = 7696,
but experiments indicate a
much lower value of ~1500
for the transition (4). For
flow between two parallel
plates sliding relative to
each other with speed U
(plane Couette flow) and for
flow through a circular pipe
(see the figure), the discrep-
ancies are even larger: No
growing infinitesimal dis-
turbances could be found
theoretically at any Rey-
nolds number.

With today’s powerful
computers, it is not difficult
to simulate turbulent fluid
flows at Reynolds numbers
of several thousands. Good

agreement between statistical properties of
turbulence in experiments and in numerical
simulations has been found (5), but a de-
tailed understanding of the transition
process is still lacking.

For configurations other than plane par-
allel flow, theoretical studies have been
more successful. For example, when the cir-
cularly symmetric flow between differen-
tially rotating coaxial cylinders becomes un-
stable, axisymmetric vortices are formed,
the amplitude of which increases smoothly
with the Reynolds number. This is a typical
example of a supercritical bifurcation (6), in
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contrast to the unstable subcritical bifurca-
tions that occur in plane parallel shear flows
in the absence of rotation.

For plane Couette flow and pipe flow,
theoretical studies have not found evidence
for bifurcation at finite values of Re.
Nevertheless, the belief in the existence of
relatively simple solutions describing states
of fluid flow distinct from the basic states
of plane Couette flow or pipe flow has per-
sisted. These solutions must be expected to
be unstable; therefore, numerical methods
are usually not capable of producing them,
just as experiments do not exhibit them.

One way of accessing these solutions is
by considering the plane Couette or pipe
flow problem as a special case of a more
general problem, with an additional param-
eter as a function of which instabilities or
bifurcations can be found. The desired so-
lutions are searched by following one or
the other of the bifurcating solution
branches through secondary bifurcations.
For plane Couette flow, the small-gap limit
of circular Couette flow provides such an
additional parameter in the form of the
mean rate of rotation (7), which vanishes
only in the special case of plane Couette
flow. Alternatively, one may consider plane
Couette flow between horizontal plates, the
lower of which is heated, and the upper of
which is cooled. The basic state of flow is
not changed by this procedure, but addi-
tional instabilities driven by thermal buoy-
ancy become available (8). Or an artificial
forcing can be applied to gain a point of bi-
furcation from which a solution branch can
be followed to the place of vanishing forc-
ing (9). This method has been applied to
the case of pipe flow (10, 11).

With these methods, steady solutions
are obtained for plane Couette flow and
traveling wave solutions for pipe flow.
These “tertiary solutions” are separated
from the basic states by two bifurcations.
They are thus characterized by two wave
numbers, in the streamwise and in the
transverse directions.

A dominant component of the tertiary
solutions are the roll-like eddies with axes
parallel to the mean flow. These rolls redis-
tribute momentum and tend to flatten the
profile of the mean flow. As a result, the
slope of the profile close to the solid
boundary steepens, thereby increasing vis-
cous stress. To obtain the same mass flux
through the pipe as in the laminar case, a
higher pressure gradient is thus needed.
Similarly, in the plane Couette case, a
stronger force must be applied to keep the
plates moving relative to each other with
velocity U.

The two-dimensional roll-like eddies
would decay if they were not sustained by
the three-dimensional components of the

tertiary solutions. Streamwise oriented
roll-like structures or “streaks” are com-
monly observed in wall-bounded turbulent
shear flows, but the relationship to the ter-
tiary solutions is tenuous at best. There has
been little hope to observe the latter solu-
tions in the laboratory because they are al-
most always unstable.

It thus came as a surprise when Hof et
al. (1) observed the predicted patterns of
tertiary solutions in their experiments.
Using special disturbances in carefully pre-
pared pipe flow (12) and sophisticated vi-
sualization techniques, they demonstrate
that the tertiary solutions can be realized at
least as a transient phenomenon. They find
surprisingly close agreement between ex-
perimentally observed structures and their
theoretical counterparts (1).

The puzzle of the visibility of unstable
solutions may be explained as follows. The
changing state of fluid flow can be consid-
ered as a trajectory in the high-dimension-
al solution space of the basic equations of
motion. The tertiary solutions (and the
more complex ones bifurcating from
them) are unstable in particular directions,
but they attract trajectories from most oth-
er directions. The trajectories therefore
spend much of their time in the neighbor-
hood of those solutions before they are
ejected. These solutions may thus be re-
garded as virtual traffic arteries, which be-

come visible as they attract parcels of mo-
mentum and transport them for a while un-
til they deliver them to another artery and
decay.

The achievement reported by Hof et al.
(1) stems from a collaboration between en-
gineers, physicists, and mathematicians. It
opens the door not only to a full under-
standing of the transition problem, but also
to possibilities for influencing and control-
ling transitions, with far-reaching engi-
neering implications. The new results also
demonstrate that it is never too late to at-
tack an old problem, especially if it is done
as an interdisciplinary effort.
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C
hemical reactions involve the con-
certed motions of both atoms and
electrons as bonds rearrange on the

way from reactant to product. Elementary
models use a single, one-dimensional (1D)
reaction coordinate to describe motion
across a transition state separating reactants
from products. However, internal molecular
motions along other coordinates tend to
prevent molecules from following this low-
est energy reaction coordinate. These other
motions are not mere energetic reservoirs
that may aid or deter motion along the re-
action coordinate. Rather, they are inti-

mately involved in the complex flow of
electronic charge and vibrational energy
during reaction. Recent advances in fem-
tosecond (10–15 s) laser and detector tech-
nologies are enabling a new generation of
experiments that provide true multidimen-
sional views of the dynamics of chemical
reactions (1).

One emerging approach is based on
time-resolved diffraction from crystals that
have been photochemically excited by a
femtosecond pulse of light, allowing multi-
dimensional measurements of the ensuing
atomic motions. For example, Moffat (2)
and Anfinrud and co-workers (3) have per-
formed time-resolved crystal diffraction
experiments that yield the time-dependent
positions of all atoms during a biochemical
photoreaction. The reaction is initiated by a
100-picosecond pulse of light and then
probed by measuring the diffraction pattern
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with a delayed x-ray pulse of the same du-
ration. Large-scale structural rearrange-
ments in proteins (such as the side-chain
motions in myoglobin upon carbon monox-
ide undocking) or at surfaces are almost
impossible to observe in another way.
Nanosecond time resolution reveals several
distinct intermediate structures (2), with
evidence of driven motions at faster time
scales (3). New instruments that aim for
even higher time resolution using either x-
ray or electron scattering are being devel-
oped by several groups (4–8).

Femtosecond two-dimensional infrared
(2D IR) spectroscopy is being explored as a
way to gain information about transient
molecular structures in disordered materi-
als. Bredenbeck and Hamm have used tran-
sient femtosecond 2D infrared spectra,
which are sensitive to distances between
the carbonyl groups in peptides (9), to
monitor the progress of photoinduced pep-
tide folding. To follow peptide folding on a
picosecond time scale, an octapeptide is
covalently bound to both ends of an
azobenzene conformational switch. First, a
femtosecond ultraviolet pulse electronical-
ly excites the azobenzene molecule and in-
duces isomerization from the cis to the
trans form, triggering the folding of the
peptide backbone into its new equilibrium
conformation. The time evolution of the
azobenzene electronic spectrum, observed
in a conventional pump-probe experiment,
monitors peptide folding indirectly, be-
cause the unfolded peptide inhibits com-
plete isomerization of the switch (10). In
the new experiments, the femtosecond 2D
infrared spectra are sensitive to distances
between the carbonyl groups in the peptide
itself.

The 2D infrared spectra are recorded by
hitting the peptide with a “single-frequen-
cy” infrared excitation pulse and then de-
tecting changes in the frequency-resolved
infrared absorption spectrum as a function
of the initial infrared excitation frequency.
When two carbonyl groups in the peptide
are within 0.3 nm, their vibrations are cou-
pled so that excitation of either one shifts
the absorption frequency of the other, pro-
ducing a cross-peak in the 2D spectrum.
This is analogous to how the coupling be-
tween spins produces cross-peaks in 2D
nuclear magnetic resonance (NMR) (11,
12).

Although 2D infrared spectroscopy has
a much faster time scale than 2D NMR
(10), vibrational transitions also have larg-
er linewidths. In the octapeptide, the num-
ber of carbonyl groups prevents the resolu-
tion of individual cross-peaks. Peptide dy-
namics were therefore probed only through
the overall 2D line shape (see the figure),
which changes rather dramatically and con-

tinues to change even after the infrared
spectrum of the peptide and electronic
spectrum of the azobenzene have relaxed to
equilibrium. The reduction in the homoge-
neous linewidth of the 2D infrared spec-
trum has been interpreted as reflecting
more restricted conformational fluctuations
around the minimum free energy folded
conformation.

A third approach, sensitive to both elec-
tronic and atomic motions, is based on
photoionization. This approach applies in
the gas phase and on surfaces. Because
ionization techniques are sensitive to elec-
tronic structure and require only that the
photon energy exceed the ionization po-
tential, time-resolved photoelectron spec-
troscopy (13–15) has been used to probe
the coupled redistribution of charge and
energy in gas-phase photochemical reac-
tions all the way from reactants to prod-
ucts. Hayden and co-workers have com-
bined time-resolved photoelectron spec-
troscopy with new coincidence and imag-
ing techniques in “coincidence-imaging
spectroscopy” (CIS) (1). As a result of de-
velopments in charged-particle detector
technology, miniaturized versions of the
“crossed wire” detector famous in particle
physics now allow 3D measurements of a
single particle emitted from a chemical
event (16). The CIS technique measures
the energy and 3D angular distributions of
ions and electrons in coincidence and as a
function of time, thus removing orienta-
tional and product channel averaging (17).
This is important because chemistry oc-
curs in the randomly oriented frame of the
molecule, whereas measurements are

made in the frame of the laboratory, lead-
ing to a loss of information.

In the experiments of Hayden and co-
workers, a femtosecond pump pulse initi-
ates a photodissociation reaction, a delayed
probe laser pulse ionizes the reacting mole-
cule, and a pair of 3D particle detectors
measures the emitted positive ion and elec-
tron from a single molecular dissociation/
ionization event in coincidence, building up
sets of “coincidence maps” that reveal de-
tailed correlations. Because the ion recoil
distributions relate to the molecular orienta-
tion, the correlated electron distributions re-
veal details of both charge and energy flow
in the reacting molecule. In the photodisso-
ciation of the atmospherically important ni-
trogen dioxide molecule (NO2 → NO + O),
CIS was used to directly observe the evolv-
ing rearrangement of the electron cloud (1)
on the NO molecule as its O atom partner
breaks its bond and leaves (17).

The elucidation of complex chemical
processes rests on the availability of fem-
tosecond laser sources. To do the same for
correlated electron dynamics of strongly
bound electrons requires pulses that are
1000 times as fast—that is, attosecond
(10–18 s) pulses. Attosecond pulses have
been demonstrated, and a new approach to
time-resolved electron dynamics has been
reported by Krausz and co-workers (18). In
an alternate approach, attosecond measure-
ments based on correlation techniques in a
strong laser field were reported by Corkum
and co-workers (19). These first results open
up yet another frontier for the time-resolved
measurement of the ultrafast processes that
occur during chemical reactions.
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Tracking complex reactions. Polypeptide conformational dynamics observed via transient changes
in the 1D (top) and 2D IR spectra (bottom) of an octapeptide as a function of pump frequency
(ωpump) and probe frequency (ωprobe). The spectra show differences between the spectra of the in-
termediates and the reactants at 20 ps (left) and 1.7 ns (right) after cis-trans photoisomerization
of the azobenzene bound to both ends of the octapeptide. Blue indicates that the UV photoiso-
merization pulse and IR pump pulse reduce IR probe absorption, whereas red indicates increased IR
probe absorption. While the 1D spectra apparently cease to evolve beyond 20 ps, the 2D spectra
continue to reveal changes caused by peptide folding for more than 200 ps. [Data from (9)].
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A
lmost all cells and organisms require
iron to facilitate basic cellular process-
es such as respiration and DNA

biosynthesis. Diverse and complex iron-up-
take systems have evolved throughout the bi-

ological world to
provide iron for nu-
merous proteins, par-
ticularly those in-
volved in energy cap-

ture and oxygen transport. Indeed, in parts of
the great oceans, a complete lack of iron pro-
foundly limits bacterial growth (1, 2). In most
environments, however, iron uptake is limited
not by its absence, but by the fact that it is in-
soluble and inaccessible. To facilitate iron up-
take, free-living bacteria and fungi have
adopted several strategies. Some secrete
compounds known as siderophores that solu-
bilize and bind to an external source of iron
with high affinity; the iron-siderophore com-
plexes are then imported into the bacteria by
specific transporter proteins. Others have up-
take systems that import free iron salts di-
rectly (3, 4). To combat microbial infections,
animals strictly limit the availability of free
iron in their blood and tissues. They do this
by ensuring that iron in blood and secretions
is carried by the high-affinity iron-binding
proteins transferrin and lactoferrin, which
create a primary line of defense against in-
fection termed the “iron blockade” (5). The
two ferric iron-binding sites of transferrin are
rarely fully saturated, and an excess of unsat-
urated transferrin (apo-transferrin) ensures
that free iron is virtually eliminated from
blood. Pathogenic microorganisms, there-
fore, must overcome major obstacles if they
are to acquire iron and thrive in their animal
hosts. On page XXXX of this issue, Skaar
and colleagues (6) explore how the patho-
genic bacterium Staphylococcus aureus ac-
quires the iron that it needs for growth in two

different animal hosts. By growing the bacte-
ria in the presence of the two principal iron
sources found in mammals—diferric trans-
ferrin and the iron-porphyrin heme—the in-
vestigators show that most of the iron taken
up by S. aureus during the initial phases of in-
fection is obtained from heme. 

Although most bacteria are unable to
grow in media in which the only iron sources
are transferrin-iron and heme, some bacteria
have developed strategies that enable them to
obtain iron from these two sources (7, 8). To
determine whether S. aureus prefers transfer-

rin-iron or heme as a source of iron, Skaar
and colleagues labeled heme with 54Fe and
transferrin with 57Fe, two rare and stable iron
isotopes (9). After establishing that S. aureus
grew well in medium supplemented with
equimolar amounts of 54Fe heme and 57Fe
transferrin, they analyzed the isotope content
of cells using inductively coupled plasma–
mass spectrometry (ICP-MS) at various
times during growth. They discovered that S.
aureus markedly prefers a source of iron de-
rived from heme. Analysis of the S. aureus
genome revealed that it encodes seven puta-
tive membrane transporter proteins that have
some homology to known bacterial iron
transporters. Using mutational inactivation
and ICP-MS to monitor uptake of heme iron,
the investigators identified a heme transport
system in S. aureus composed of three genes

M I C R O B I O L O G Y

Pathogenic Bacteria Prefer Heme
Tracey A. Rouault
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Bloodletting explained. S. aureus bacteria obtain most of the iron (Fe) that they need for growth
in mammalian hosts from an iron-containing porphyrin ring called heme. S. aureus produces he-
molysins that lyse red blood cells containing heme in the form of hemoglobin. It is unclear how the
bacteria break down the released hemoglobin to heme, but the bacterial enzymes IsdA and IsdB may
be involved. The bacteria then import heme via transporter proteins encoded by the hts ABC oper-
on. The heme is then catabolized by the heme oxygenase-like enzymes, IsdG and IsdI, with the re-
lease of iron and biliverdin (a breakdown product of the porphyrin ring). The free iron released from
heme is used to fuel further bacterial growth. The practice of bloodletting in the pre-antibiotic era
may have been an attempt to starve pathogenic bacteria of the iron that they need for growth.
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content/full/305/5690/1577

The author is in the Section on Human Iron
Metabolism, Cell Biology and Metabolism Branch, the
National Institute of Child Health and Human
Development, National Institutes of Health,
Bethesda, MD 20892, USA. E-mail: trou@helix.nih.gov

www.sciencemag.org SCIENCE VOL 305 10 SEPTEMBER 2004

P E R S P E C T I V E S

Published by AAAS



1578

A
s notorious as they may be, bacteria
with inherited resistance to antibiotics
are not the only reason that antibiotics

fail and may not even be the major reason, at
least not yet. A contribution to the humbling
of these “wonder drugs” is the fact that
growing populations of bacteria do not just
die off when confronted with bactericidal
antibiotics. Instead, their rates of mortality
decline with time, and viable antibiotic-sen-
sitive cells can be recovered even after hours

of exposure to the drug (see the figure, pan-
el A) (1). This phenomenon of declining sen-
sitivity (noninherited resistance) is well es-
tablished for different species of bacteria and
for different classes of antibiotics (2–4).
Variously called “bacterial persistence” (5),
“phenotypic tolerance” (6), or “adaptive re-
sistance” (7), the phenomenon remains a
mystery with respect to its mechanism as
well as its contribution treatment failure.

One mechanism postulated to account
for the declining sensitivity and survival of
bacteria confronted with bactericidal an-
tibiotics is that growing populations of ge-
netically identical bacteria continually gen-

erate subpopulations that are less sensitive
to killing by antibiotics because they either
are not growing or are dividing at very low
rates (8). On page XXXX of this issue,
Balaban et al. provide evidence for the ex-
istence of these refractory bacterial sub-
populations and explain how they may ac-
count for the persistence of antibiotic-sen-
sitive bacteria (9). Meanwhile, on page
YYYY, Miller et al. present a mechanism
by which this kind of noninherited resist-
ance to antibiotics can be generated. This
mechanism unexpectedly involves the SOS
response, which blocks cell division during
the repair of DNA damage (10).

Balaban and colleagues used a really cool
combination of microfluidics and optical mi-
croscopy to make intimate movies of the
replication of individual Escherichia coli
bacteria, under normal conditions and when
treated with the antibiotic ampicillin. In this
way, the investigators were able to distin-
guish at least two distinct cell types in expo-
nentially growing clones of E. coli: “nor-

M I C R O B I O L O G Y

Noninherited Resistance
to Antibiotics

Bruce R. Levin

(hts A, B, and C) that show homology with
known heme transporter genes in other bacte-
ria (Yersinia enterocolytica and Coryne-
bacterium diphtheriae). Moreover, they iden-
tified a binding site for the bacterial ferric-up-
take repressor protein, Fur, immediately up-
stream of the HtsA initiation codon, implying
that the hts system is switched on in response
to iron deficiency. 

Although a heme-uptake system is of po-
tential value, it would be of little use if S. au-
reus did not also possess mechanisms for lib-
erating heme from the red blood cells where it
is packaged in the form of hemoglobin (see
the figure). S. aureus produces multiple he-
molysins that breach the red cell membrane,
promoting osmotic lysis of the cells (10).
Once hemoglobin is released, it is not clear
whether S. aureus liberates heme from hemo-
globin with specific IsdB and IsdA enzymes
(11), by secreting proteases like Vibrio vul-
nificus (12), or by oxidizing hemoglobin to
promote its spontaneous dissociation into glo-
bin and heme (13). The bacteria then import
the free heme, which is catabolized by the
bacterial enzymes IsdG and IsdI in the same
way as mammalian heme oxygenases catabo-
lize heme, resulting in the release of iron from
the heme porphyrin ring (14). Thus, S. aureus
is a versatile pathogen that liberates heme
from a vast erythrocyte repository, imports
heme across its bacterial membrane, and de-
grades it to yield free iron (see the figure).

If the ability to take up iron is a potent vir-
ulence factor and the hts system is a major
determinant of iron uptake, then mutational
inactivation of the hts genes should attenuate
S. aureus virulence. The authors analyze the
pathogenicity of mutant and wild-type S. au-

reus in two model systems: the worm
Caenorhabditis elegans and the mouse.
Mutations in the Hts B and C genes marked-
ly decreased mortality in worms infected 48
hours previously, and abscess formation
markedly decreased in the livers and kidneys
of mice 96 hours after intravenous injection
of mutant compared to wild-type S. aureus.
These results strongly imply that heme is the
major source of nutrient iron in the critical
early stages of S. aureus infection. 

In response to bacterial infection and in-
flammation, humans restrict iron uptake and
sequester iron within macrophages through-
out the body. The peptide hormone hepcidin
orchestrates these changes and causes a sub-
stantial decrease in serum iron levels (15).
This hypoferremic response may be important
for host defense by making iron even less
available than usual to invading pathogens.
The protective effects of hypoferremia may
explain the mystery of why physicians em-
braced bloodletting as a therapeutic procedure
for more than 2500 years. As recently as 1942,
Sir William Osler’s highly regarded medical
textbook advocated bloodletting as a treat-
ment for acute pneumonia: “To bleed at the
onset in robust healthy individuals in whom
the disease sets in with great intensity and
harsh fever is good practice” (16). The devel-
opment and widespread use of antibiotics in
the mid-20th century obviated the need to em-
ploy questionable treatments such as bloodlet-
ting. However, the discovery that S. aureus de-
pends on heme iron for growth in its animal
hosts suggests that bloodletting in the pre-an-
tibiotic era may have been an effective mech-
anism for starving bacterial pathogens of iron
and slowing bacterial growth. 

Bacteria continue to discover new ways
to combat antibiotics and the race is on to
discover new therapeutic targets to combat
bacterial infection. The heme-uptake pro-
teins of S. aureus may represent a new tar-
get for molecular therapy. Efficient lysis of
erythrocytes increases the concentration of
iron available to S. aureus by 100-fold
compared to the normal concentration of
transferrin-iron in serum. This liberated
heme-iron apparently fuels the rapid
growth of virulent S. aureus infection.
Thus, pathogenic S. aureus applies princi-
ples of logic similar to those of accom-
plished bank robbers: They go for the
heme, because that’s where the iron is. 
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mal” rapidly dividing cells and slowly divid-
ing “persisters.” By combining mathematical
modeling, data fitting, and competition ex-
periments, they present a compelling argu-
ment that the decline in the mortality rate of
growing populations of E. coli exposed to
ampicillin can be attributed to switching
from a normal to a persister phenotype.
Ampicillin treatment enriches the more an-
tibiotic-tolerant persister subpopulations,
thereby reducing the average susceptibility
of the population to ampicillin. 

In a complementary study, Miller and
co-workers used classy molecular genetics
to show that ampicillin (as well as some,
but not all, other β-lactam antibiotics) in-
duces an SOS response in E. coli that halts
cell division. They demonstrate that ampi-
cillin induces a temporary block in E. coli

cell division by inactivating a penicillin-
binding protein, thereby activating the
DpiBA two-component signal transduction
system that regulates not only transcription
but also DNA replication. The result is the
production of an ampicillin-tolerant sub-
population of bacteria that is functionally
similar to the persisters observed by
Balaban and colleagues.

Although both sets of experiments used
E. coli and ampicillin, I don’t believe the
two sets of results present different aspects
of a single process. Rather, I propose that
they describe two mechanisms that could
operate synergistically to produce the same
result: bacterial subpopulations that are tol-
erant to antibiotics. In accord with the phe-
notypic switch hypothesis (but unlike SOS
induction), tolerant subpopulations can be
generated in the absence of ampicillin.
Whether these processes are in fact different
could be tested genetically by ascertaining

whether the genes needed for induction of
the SOS response—dpiA, recA, and lexA—
are required for the production of the
Balaban et al. persisters. Of course, it is pos-
sible that these bacterial persisters are the
product of stochasticity (leakiness) in the in-
duction process (11). Whether produced
constitutively or stochastically, persister
populations should be enriched by all bacte-
ricidal antibiotics that are ineffective against
slowly dividing or nondividing cells. 

From the perspective of classical genet-
ics, phenotypic variation in genetically ho-
mogeneous populations of the sorts consid-
ered in these studies is an inconvenience.
Who wants to deal with characters that are
leaky, incompletely penetrant, or variable
in their expressivity? On the other hand,
from a clinical, ecological, and evolution-

ary perspective, such characters raise im-
portant as well as intriguing questions. 

Although the phenomena of bacterial
persistence in vitro and antibiotic tolerance
in vivo are well established (12), they have
been largely ignored in the “rational” de-
sign of antibiotic treatment protocols (13).
In theory, the declining rates of mortality
and the “tail” observed in antibiotic kill
curves (see the figure, panel A) could have
a substantial effect on treatment efficacy.
Initially, the density of a susceptible bacte-
rial population is cut back by the antibiotic
treatment, but, as time elapses, increasing
fractions of the population become refrac-
tory to that drug. When the concentration
of the antibiotic wanes between doses, the
bacterial population becomes increasingly
sensitive, but that may not be sufficient for
the antibiotic to clear the infection. This
can be seen with a computer simulation of
a simple model of antibiotic treatment (3,

4) that includes the phenotypic switching
modeled by Balaban et al. (see the figure,
panel B). Similar results have been ob-
tained with a model of antibiotic-mediated
induction of the tolerant state in bacteria
akin to that observed by Miller et al. (1).

The reports by Balaban, Miller, and
their colleagues remind us once again that
eukaryotes and little-studied bacteria, such
as streptomyces and myxobacteria, are not
the only organisms that undergo cellular
differentiation. Spores and the stationary
phase of growth are differentiated cellular
states that enable bacteria to survive re-
source deprivation and other hardships.
One interpretation of the two new studies is
that cellular differentiation survival mecha-
nisms akin to those induced during times of
famine operate during times of feast.

It is easy to concoct just-so stories to
explain the evolution of a mechanism that,
like the SOS response, produces quiescent
cells that are refractory to lethal agents. Yet
it seems unlikely that ampicillin was the
original selective force responsible for the
evolution of the induction mechanism ob-
served by Miller and colleagues. A bigger
challenge to those in the evolution business
is to account for the generation of lower
fitness cell types in the absence of antibi-
otics, when, like the persisters of Balaban
et al., they do not provide an advantage to
the collective. Then again, just like people,
bacteria do some seemingly perverse
things that are not easy to account for by
simple stories of adaptive evolution (14). 
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Bugs bite back. Computer simulations map changes in the density of a viable bacterial population
exposed to an antibiotic. (A) Kill curve over time for a sensitive bacterial population confronted with
a constant concentration of a bactericidal antibiotic: (1) the exponential decline we would like, (2) the
declining rate of mortality and tail-off that actually occur. (B) Simulation of antibiotic treatment of a
bacterial infection with the kill curve depicted in (A) but with an exponentially decaying antibiotic
that is periodically replenished by a fixed dose every 8 or 12 hours: (3) no phenotypic switching, (4
and 5) phenotypic switching with antibiotic doses administered every 12 and 8 hours, respectively.
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Asymmetric Cochlear Processing
Mimics Hemispheric Specialization

Y. S. Sininger1* and B. Cone-Wesson2

The left hemisphere generally takes prece-
dence over the right in processing of speech
sounds and performance of sophisticated lan-
guage functions, whereas the right hemi-
sphere is primary in the processing of tonal
stimuli and music. Converging evidence from
diverse methodologies has revealed that left
and right auditory regions may be individu-
ally specialized for processing of sounds
based on acoustic properties. Rapidly chang-
ing signals are processed preferentially in
auditory areas of the left hemisphere because
of enhanced temporal resolution, and tonal
stimuli are best processed in auditory areas of
the right, reflecting specialized abilities for
spectral resolution (1). Behaviorally, reaction
time is faster and stimulus identification is
more accurate when a subject’s right ear is
presented with speech-type stimuli or when
the left ear is presented with tonal informa-
tion (2). The strength of crossed pathways
from the ear to the auditory cortex is credited
with the ear-advantage phenomenon. Asym-
metry of function at the level of the ear has
not generally been considered in this process.

Otoacoustic emissions (OAEs) reflect activ-
ity from active mechanisms of the outer hair
cells that serve to amplify acoustic energy in the
cochlea (3). OAEs require no innervation, but
they are modulated by the medial olivocochlear
efferent system in the brainstem (4). A trans-
ducer fit into the ear canal provides sound to
activate an OAE. Energy generated in the co-
chlea is transmitted back into the middle ear
and ear canal and is measured by a microphone
in the transducer-probe assembly. Transient-
evoked otoacoustic emissions (TEOAEs) are
stimulated by clicks presented in rapid succes-
sion. Distortion-product otoacoustic emissions
DPOAEs) are evoked by pairs of continuous
tones. The amplitudes or signal-to-noise ratios
(SNRs) of TEOAEs and DPOAEs reflect the
magnitude of active cochlear amplification
mechanisms, although by slightly different
processes (5).

DPOAEs to a set of tone pairs and TEO-
AEs generated by clicks (80/s) were obtained
from a pool of 3011 infants. Data were fur-
ther selected to include only those infants
from whom clear TEOAE and DPOAE re-
sponses (with an average SNR of 3 dB or
greater) were obtained in both ears. This re-
duced the pool to 1593 infants for whom data

was analyzed. Details of our methods have
been published (6, 7) and are available online
(8). The test order for ear and OAE type was
randomized. SNRs from frequency regions
from 1500 through 4000 Hz were averaged
for both types of OAE.

Figure 1 reveals that the average TEOAE
SNR generated by clicks was larger when elic-
ited in right ears, and the average DPOAE
generated by tones was larger from left ears.
This pattern of TEOAE result was seen in 855
(53.6%) of infants, and the DPOAE pattern was

seen in 825 (51.75%). When the two measures
are combined, 324 infants demonstrate the av-
erage trend and 241 demonstrate the opposite
(larger TEOAEs in the left ear and DPOAEs in
the right). The remaining infants showed mixed
trends. Repeated measures analysis of variance
(8) revealed significant ear-by-OAE-type inter-
action (P � 0.0001). No significant interaction
was found between ear and sex. Post hoc tests
found significant ear effects for DPOAEs (P �
0.0010) and for TEOAEs (P � 0.0013). The
results indicate a tendency for the cochlea
to provide greater amplification to stimuli
that will also be preferentially processed in
the auditory areas of the contralateral hemi-
sphere. Others have found larger average
TEOAEs in the right ear of neonates (9),
but no clear ear difference has been report-
ed for DPOAEs.

Both speech and tonal stimuli have been
shown to elicit larger evoked potential activ-
ity over the left hemisphere in 4-month-old
infants (10). This study indicates that stimu-
lus-guided asymmetry is present at the level
of the cochlea before it is evident in the
auditory cortex. The developmental time
course of ascending and descending neural
pathways connecting the ear to the auditory
regions of the cortex is complex. Moore (11)
has found that afferent connections in the
auditory system between the brainstem and
cortex are immature at birth. The time of
development of descending neurons from the
cortex to inferior colliculus is not established.
Olivocochlear efferent neurons in the brain-
stem, however, are mature before birth (12)
and have been shown to modulate the OAE in
newborns (13). The stimulus-guided asym-
metrical nature of OAEs in infants suggests
that, at the early stages of auditory system
development, initial processing of sound in
the auditory system at the level of the cochlea
and brainstem may serve to facilitate later
development of hemispheric specialization
for sound processing.
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response to 80-dB peak SPL clicks. Error bars
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Jupiter’s Atmospheric Composition
from the Cassini Thermal Infrared

Spectroscopy Experiment
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The Composite Infrared Spectrometer observed Jupiter in the thermal infrared
during the swing-by of the Cassini spacecraft. Results include the detection of
two new stratospheric species, the methyl radical and diacetylene, gaseous
species present in the north and south auroral infrared hot spots; determination
of the variations with latitude of acetylene and ethane, the latter a tracer of
atmospheric motion; observations of unexpected spatial distributions of carbon
dioxide and hydrogen cyanide, both considered to be products of comet Shoe-
maker-Levy 9 impacts; characterization of the morphology of the auroral in-
frared hot spot acetylene emission; and a new evaluation of the energetics of
the northern auroral infrared hot spot.

Jupiter serves as an analog for the numerous
extrasolar planets that have been detected; the
formation and evolution of these are not well

understood. The primary paradigm is Jupiter,
which had a pronounced effect on the evolu-
tion of our system. An understanding of the
processes governing the composition and dis-
tribution of chemical species in Jupiter’s at-
mosphere is required to successfully under-
stand the chemical composition of extrasolar
planets. Additionally, it is important to study
Jupiter in its own right, as a key member of
the solar system. In the deep atmosphere,
where pressures and temperatures are high,
Jupiter’s thermochemical furnace processes
the approximately solar elemental composi-
tion by converting H atoms into molecular
form (H2) and reactive atoms (e.g., C, N,
and O) into saturated hydrides (methane,
CH4; ammonia, NH3; water, H2O). Convec-
tion transports these molecules upward into
the cooler regions, where H2O, NH4SH,
and NH3 condense to form clouds. Jupiter’s
chemical composition is also influenced by
external sources of material. The most dra-
matic illustrations of this were the multiple
impacts of comet Shoemaker-Levy 9 (SL9)
in July 1994 (1–5).

The Composite Infrared Spectrometer
(CIRS) (6) on the Cassini spacecraft is par-
ticularly well suited to study this broad range
of gas molecules, whose origins are linked to
internal thermochemistry, photochemistry,
and impactor chemistry. During the Cassini

spacecraft flyby of Jupiter between October
2000 and March 2001, CIRS remotely sensed
the atmosphere of that planet with an unprece-
dented combination of spatial and spectral res-
olutions. CIRS consists of a pair of Fourier
transform spectrometers, which together cover
the spectral range from 10 to 1400 cm�1 with a
spectral resolution up to 0.5 cm�1. The far-
infrared interferometer, covering 10 to 600
cm�1, has a 4-mrad field of view on the sky; at
Jupiter’s closest approach (138 Jupiter radii), it
subtended 0.3 of the planetary diameter.

The mid-infrared interferometer, covering
600 to 1400 cm�1, consists of two 10-ele-
ment linear arrays of 0.3-mrad pixels; at clos-
est approach, they each subtended 0.02 of the
planetary diameter, equivalent to 2.4° of lat-
itude near the equator. A typical low-latitude
jovian thermal emission spectrum, from ob-
servations centered between 20°S and 20°N,
is shown in fig. S1. A summary of the major
and minor atmospheric gases that have been
detected in the CIRS spectra is given in table
S1; included are the spectral regions where
the gaseous signatures occur and brief com-
ments on global characteristics of the gas.

Two new hydrocarbon species detected in
Jupiter’s stratosphere in the north and south
auroral infrared hot spots are the methyl rad-
ical (CH3) and diacetylene (C4H2) (Fig. 1).
Both species are important to Jupiter’s strato-
spheric photochemistry. The self-recombina-
tion of CH3 leads to the formation of C2H6,
whereas its reaction with H atoms re-forms
CH4. Thus, the efficiency of CH4 photochem-
ical destruction is governed by the fate of
CH3 (7). C4H2 is produced from C2H2 pho-
tochemistry and is a potential precursor mol-
ecule for stratospheric haze. CIRS has also
detected a broad spectral feature in the 693 to
707 cm�1 region, at both high northern and
southern polar latitudes (fig. S2). The origin
of this feature is unknown. It has also been
observed on Titan and may be due to haze
from condensation of a stratospheric gas (8).
The first identification of the rotational lines
of CH4, an already known species, is illus-
trated in fig. S3; these lines allow an inde-
pendent estimate of the jovian tropospheric
CH4 abundance.

Stratospheric Hydrocarbons C2H6 and
C2H2

In nonauroral regions of Jupiter’s upper at-
mosphere (stratosphere), methane photolysis
and ensuing photochemical processes create
numerous short- and long-lived hydrocarbon
species. The most abundant are C2H6 and
C2H2. Until now, only one-dimensional mod-
els constrained by disk-averaged observa-
tions have been used to study photochemistry
and vertical transport (9, 10). These models
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indicate that ethane is mostly produced by the
self-recombination of methyl radicals (CH3),
directly formed from methane photolysis.
C2H6 is relatively unreactive and efficiently
shielded by CH4 from photolysis, so it has a
long photochemical lifetime, exceeding 100
years in the stratosphere. This makes it an
excellent chemical tracer of atmospheric mo-
tion. To first order, its vertical distribution is
a balance between photochemical production
and downward transport to the troposphere.

Acetylene is produced mainly from the
photodissociation of ethylene and is lost
through photolysis and H-atom reaction. Its
photochemical lifetime is approximately a
year, much shorter than that of ethane. The
variations of C2H6 and C2H2 abundances
with latitude depend on photochemical and
dynamical processes. These variations give
insight into meridional transport in the
stratosphere, which is poorly understood.
Observations of Jupiter by the thermal in-
frared spectrometers (IRIS) (11, 12) on the
Voyager spacecraft were used in an early
attempt to obtain latitudinal distributions of
C2H6 and C2H2.

CIRS spectra of Jupiter, with much bet-
ter sensitivity and spatial resolution than
Voyager, have been analyzed for the lati-
tude variations of these species. The C2H6

and C2H2 line intensities in the stratosphere
are functions of the abundance profiles of
the species, the temperature profile, and the
air-mass factor [1/cos (emission angle)]
(13). The line intensities (Fig. 2) have been
corrected to first order for the last two
effects. To properly model the optical
thickness of the lines, the corrections for
air-mass variations were made with a radi-
ative transfer model. The derived C2H6 line
intensities, roughly proportional to column
abundance, are essentially constant with
latitude, which indicates a uniform C2H6

profile from equator to pole. As the C2H6

production rate declines toward the poles, the
constancy of the abundance profile suggests
that meridional transport is much faster than
the loss of C2H6 by vertical transport (�100
years). In contrast, the C2H2 Q-branch inten-
sity is reasonably symmetric in latitude but
drops appreciably from the equator to 70°N
or S; the corresponding decrease of the C2H2

column abundance reaches a factor of �3
[corresponding to a factor of 2 in intensity
(13)] and varies with the local solar flux (Fig.
2). This result suggests that the latitudinal
distribution of C2H2 is mostly governed by
local photochemistry and that its lifetime (�1
year) is much shorter than the characteristic
time for horizontal transport. The differences
between the latitude structure of the two hy-
drocarbons thus reflect the large difference in
their lifetimes and indicates that the charac-
teristic time constant for horizontal transport
is on the order of 10 years.

Hydrogen Cyanide and Carbon Dioxide
In July 1994, SL9 injected large quantities of
N-, O-, and, S-bearing molecules into Jupi-
ter’s stratosphere near 45°S. Substantial
amounts of hydrogen cyanide (HCN), carbon

monoxide (CO), and carbon monosulfide
(CS), were produced in the ensuing shock
chemistry and subsequent photochemistry
(1–4). Carbon dioxide (CO2), presumably a
secondary product of the SL9 collision

Fig. 1. Observed and synthetic average spectra from the north auroral infrared hot spot showing
the two new gaseous detections in Jupiter’s stratosphere, the methyl radical (CH3) and diacetylene
(C4H2). The spectral resolution is 0.26 cm

�1 unapodized. This average consists of 2228 individual
spectra at high emission angle from 10 detectors for the time period December 2000 to January
2001. For comparison, a synthetic Jupiter spectrum (offset from the observed spectrum) containing
the two species is also shown to aid in validating the identifications. The CH3 signature is most
evident in its strong Q branch at 606 cm�1, supported by several weaker Q branches from 603 to
606 cm�1. The 1� error bar indicates detection at the 2� to 3� level. CIRS has also detected C4H2
via its Q branch at 628 cm�1, at the 1� to 2� level.

Fig. 2. Latitudinal variation of the mean line intensity (12 Q-branch multiplets selected in the range
806 to 836 cm�1) for C2H6 and of the Q-branch intensity at 729.3 cm

�1 for C2H2. High spectral
resolution data sets (0.26 cm�1 unapodized) were averaged for 10° wide latitude bins. These
stratospheric line intensities have been corrected for limb brightening and thermal effects, and are
increasing functions of the column abundance of the species (13). Exceptions are the data points
at the highest latitudes (80°S and 80°N), which are enhanced by the temperature increase in the
auroral regions, especially as concerns C2H2. The dashed line corresponds to smaller selections,
which exclude the auroral longitudes and do not show this enhancement as much. The CIRS data
indicate that the C2H6 stratospheric column abundance is approximately constant from 70°S to
70°N, whereas the C2H2 column abundance decreases uniformly from the equator to high latitudes
by a factor of about 3.
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formed from the photochemical evolution of
CO and H2O, was detected by the Infrared
Space Observatory (ISO) Short-Wavelength
Spectrometer observations of the 667 cm�1

band of CO2, also at low spatial resolution
(14). Millimeter observations have tracked
the subsequent transport of HCN, CS, and
oxygen-bearing compounds from the impact
sites, albeit with limited spatial resolution
(5).

CIRS has mapped the Q-branch emission
features of HCN and CO2 at 712 and 667 cm–1

(figs. S4 and S5), at a much higher spatial
resolution than ISO. These emissions are opti-
cally thin, and the line intensities are propor-
tional to the column abundance of the species,
the air-mass factor, and the Planck function
value at the average pressure levels where they
reside [�0.2 mbar; (5)] (13). The observed
HCN and CO2 intensities, corrected for the last
two effects, are thus proportional to the column
densities (Fig. 3). Because the emissions are
optically thin, information on their vertical dis-
tribution cannot be directly inferred.

The distributions of HCN and CO2 with
latitude are very different (Fig. 3 and fig. S6).
HCN peaks near 45°S and has a broader
distribution. It decreases smoothly toward the
north up to �50°N; at latitudes higher than
50°N and 50°S, the abundance falls off
abruptly to one-third as much at 65° as at
45°(N or S). This is consistent with ground-
based infrared observations of individual
HCN lines, which exhibit a maximum abun-
dance around 45°S and a smooth decrease
northward to 60° N (15). The latitudinal dis-
tribution of CO2, however, is much narrower,
and its maximum lies southward of 60°S,
decreasing abruptly northward of 50°S.
Northward of 30°S, it is only marginally
detectable, except at high northern latitudes
(70°N to 90°N). The polar enhancements
suggest a link with the auroral regions.

HCN latitudinal distribution. Once pro-
duced by shock chemistry during the SL9
impacts, HCN is stable (4, 15, 16) and almost
inert in the stratosphere, so that it is a tracer
of atmospheric motions (5). In fact, the peak
abundance is still at the impact latitude, and
the total HCN mass in Jupiter’s stratosphere
observed between 1995 and 2000 (5, 15) is
comparable to what was inferred right after
the SL9 impacts in 1994 (2). The sharp falloff
of HCN observed at high latitudes cannot be
due to chemistry driven by particle bombard-
ment in the auroral regions. Ion chemistry
does not break the CN bond but only effi-
ciently recycles HCN (17, 18). Thus, a
dynamical explanation is the most logical
explanation, and HCN should provide a pow-
erful constraint on mixing at mid-latitudes in
the southern hemisphere by meridional winds
and horizontal wave-induced diffusion. The
CIRS observations yield a maximum 5° lati-
tudinal shift in the location of peak abun-

dance from the impact latitude, a behavior
consistent with a meridional velocity of zero
and a spreading due to diffusion. The equa-
torward spread of HCN is then mostly by
diffusive transport.

If horizontal diffusion were constant with
latitude, the SL9-produced HCN would max-
imize at the south pole (14). The most prob-
able dynamical reason for the southward de-
crease is the inhibition of wave-induced dif-
fusive mixing of HCN in the presence of
strong circumpolar winds (vortices) in Jupi-
ter’s polar regions. This effect is analogous to
the polar vortex that produces a confinement
vessel for the Antarctic ozone hole from mid-
latitude air in Earth’s stratosphere and dy-
namically isolates polar regions from lower
latitudes (19). Latitudinal temperature gradi-
ents measured by CIRS in Jupiter’s upper
stratosphere indicate the existence of strong
polar vortices near 65°N and 65°S (20),
yielding jet streams with eastward velocities
of about 20 m s�1 or higher near 1 mbar.
Ground-based observations at the Infrared
Telescope Facility (21) confirm the presence
of a north polar vortex.

CO2 latitudinal distribution. If the CO2 is
simply a product of the SL9 impacts, the ob-
served shift of its maximum column abundance
from the SL9 impact sites (45°S) to latitude
60°S over 6.5 years (the time between the im-
pacts and the CIRS observations) suggests a
southward velocity of �12 cm s�1 and/or con-
stant horizontal diffusion. However, if both
HCN and CO2 have an SL9 origin and are
similarly distributed in altitude, this is difficult
to reconcile with the constraint on meridional

transport implied by the HCN distribution. Un-
der these assumptions, HCN and CO2 would
exhibit the same latitudinal behavior. This
strongly suggests that some non-SL9 or post-
SL9 chemistry is involved. One possible chem-
ical explanation for the high-latitude abundanc-
es of CO2 is the precipitation of energetic oxy-
gen ions in the auroral regions (22), leading to
the formation of H2O, OH, and eventually CO2

from the OH oxidation of CO. The low abun-
dance in the northern auroral region relative to
the southern auroral region suggests that SL9 is
the origin of the CO, which is converted par-
tially to CO2.

The difference in the latitude variation of
these two species is surprising and difficult to
understand. Atmospherics dynamics clearly
play a role in how these two species are
distributed with latitude; other effects, such
as auroral particle precipitation, different
photochemistry, and/or different altitude dis-
tributions, may help explain why the latitude
variation of these species differs. Unraveling
the seemingly inconsistent latitudinal distri-
butions of HCN and CO2 will require knowl-
edge of their vertical profiles, as well as the
height-latitudinal distributions of both CO,
the primary carrier of SL9 elemental oxygen
(O), and H2O, which photolytically yields the
OH that oxidizes CO to CO2.

Auroral Infrared Hot Spots
Jupiter’s polar auroral stratosphere is driven by
the deposition of energetic magnetospheric elec-
trons and ions, which heats the atmosphere, en-
hances the abundances of some hydrocarbons by
ion-induced chemistry, and increases the visibil-

Fig. 3. Latitudinal distribution of the HCN and CO2 column abundances as determined from the
intensity for the Q-branch features at 712 and 667 cm�1, respectively. High spectral resolution
data sets (0.26 cm�1 unapodized) were averaged for 10° wide latitude bins. The intensities are
proportional to the column abundances of the species. The original source of these two species is
thought to be the SL9 impact in 1994, around 45°S. The differences in the latitudinal variation of
these two species are unexpected and not understood.
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ity of all stratospheric species in the thermal
infrared by elevating the ambient temperatures
(23–26). Spatial variations in the constituent
emissions within the auroral region reflect the
complex interaction of charged particle impact
processes, ion and neutral chemistry, the intense
heating associated with direct particle energy
deposition and Joule dissipation, and the dynam-
ical transport that it generates. The high spectral
and spatial resolution measurements of the au-
roral regions obtained by CIRS show that the
emissions of many hydrocarbons (e.g., C2H2,
C6H6, C2H6, CH4 in Fig. 4; CH3, C4H2, C3H4 in
Fig. 1; C2H4; in fig. S7) within the auroral infra-
red hot spots are enhanced relative to the sur-
rounding ambient polar atmosphere. These spec-
tral enhancements arise as a result of differences
in temperature and/or composition in the hot spot
relative to its surroundings.

These enhancements in the CH4 band

(Fig. 4B) are due to differences in tempera-
ture; the CIRS temperature enhancement is of
the order 20K at 1 mbar (20), which could
produce the emission enhancement. The en-
hancements shown in Fig. 4A for the deriv-
ative hydrocarbons arise because of differ-
ences in temperature and/or composition. A
large temperature enhancement in the upper
stratosphere, along with a small variation in
the hydrocarbon abundances, has been found
to fit the Voyager data (25).

Auroral infrared hot spot morphology—
C2H2. The global emission enhancement associ-
ated with C2H2 has been mapped from the strong
Q-branch emission feature at 729 cm�1 (Fig. 5).
The two localized regions of enhanced emission
that stand out at high northern and southern
latitudes correspond to the auroral infrared hot
spots that have been observed by ground-based
telescopes (23) and Voyager IRIS (24). The

north hot spot C2H2 emission peaks at 73°N
latitude and 180°W longitude and covers an area
of about 2.5 � 108 km2 (at half maximum), with
the same morphology as the CH4 emission en-
hancement (20). Although the vertical extent of
the heated regions is not precisely determined,
temperature retrievals from CIRS spectra indi-
cate that the warm anomalies associated with the
auroral hot spots lie above the 4-mbar level (20).

The morphology of the CIRS C2H2

spots differs from that of the jovian aurorae
described at ultraviolet, visible, and near
infrared wavelengths (27–31). Instead, the
CIRS auroral hot spots coincide with the
footprints of the jovian polar cusps identi-
fied with the Hubble Space Telescope in
the far ultraviolet (FUV) at very high lati-
tude (32, 33) and are also detected by x-ray
emissions with the Chandra observatory
(34). These features are fixed in magnetic
local time near noon and are localized (5 �
105 to 5 � 106 km2), but they display a
slow motion as Jupiter rotates, which may
explain the larger extent of the infrared
spot. In addition, the extinction by hydro-
carbon absorption of the FUV spectra is
much larger in the polar cusp (spot) than in
any other auroral feature, especially short-
ward of �145 nm (33), which indicates
large CH4 column densities, up to several
times 1017 cm�2, above the auroral source.
This indicates that the charged particles
responsible for the FUV auroral polar cusps
penetrate deeply into the CH4/C2H2 hydro-
carbon layer and may trigger the C2H2

auroral hot spots (Fig. 5). Based on the
FUV spectra, either the emissions in the
C2H2 auroral hot spots are excited by very
energetic charged particles (200 keV if
electrons, tens of MeV if protons), which
deposit the bulk of their energy in the �2 to
5 �bar pressure level, or the energy depo-
sition in the upper atmosphere is so large
(100 ergs cm–2 s–1) that upward vertical
mixing of the CH4/C2H2 hydrocarbon layer
is appreciably increased. In both cases, this
is expected to result in changed chemical
reactions and/or heating near or below
pressure levels of a few microbars.

Auroral infrared hot spot energetics. The
higher spectral and spatial resolution of the
CIRS spectra allows an accurate analysis of
the outgoing infrared power from the north-
ern auroral infrared hot spot. The northern
auroral hot spot spectra were obtained on 8
January 2001, at the highest spatial resolu-
tion, during the closest approach to Jupiter.
The geometrical parameters associated with
the average auroral spectrum inside the north
hot spot, and the average nonauroral spec-
trum from the surroundings outside the spot,
are summarized in table S2. The spectra se-
lected to average inside the hot spot represent
the maximum outgoing infrared hydrocarbon
emissions observed by CIRS during the Ju-

Fig. 4. Comparison of high spectral resolution (0.52 cm�1 apodized) radiance measurements in the
northern auroral infrared hot spot to those outside the spot, showing enhanced hydrocarbon emissions.
Both spectral averages correspond to the same latitude range (65°N to 85°N). These spectral emissions
originate in the warm stratosphere, at altitudes from�5 mbar to �1 �bar. These enhancements arise
as a result of differences in temperature and/or composition from the hot spot to its surroundings. (A)
Enhanced emissions are evident for the stratospheric hydrocarbons C6H6, C2H2, and C2H6. The number
of spectra in the average is 98 inside the hot spot and 277 outside. (B) Enhanced emissions are evident
for stratospheric CH4. The number of spectra in the average is 64 inside the hot spot and 197 outside.
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piter flyby. Integration over the radiance dif-
ferences (fig. S8, A and B) yields an average
infrared excess flux of 6 to 11 � 10�6 W
cm�2 for a total excess outgoing spot power
of 1.5 to 3 � 1013 W, similar to the determi-
nation from Voyager IRIS (25). For the hot
spot energy balance, the excess outgoing
power needs to be compared with the incom-
ing energy flux. The power input due to
precipitating energetic particles, as derived
from the FUV spectra, is at most �1012 W
(35–37), well below the total outgoing infra-
red auroral power derived above.

Previous work has also suggested that di-
rect heating from particle precipitation alone
cannot account for the infrared emissions
(25). Joule heating is a viable alternative to
supply the missing outgoing power. To ac-
count for the high energy suggested by FUV
and x-ray observations, the polar cusp precip-
itating particles need to be strongly acceler-
ated before they penetrate the atmosphere.
This suggests that strong field-aligned (Bir-
keland) currents may flow along cusp mag-
netic field lines and close as a Pedersen cur-
rent across field lines in the ionosphere near
the altitude of maximum ion conductivity
(which is approximately the altitude of max-
imum energy deposition and ionization and
thus within the hydrocarbon layer). Because
the ionosphere has finite resistivity, signifi-
cant Joule heating accompanies the precipi-
tation process. An estimate of the Joule pow-
er released exists for another auroral feature,
the main oval (38). If we assume that similar
currents can flow along cusp field lines, and
if we scale by the relative size of the features,
some 0.5 to 5 � 1013 watts of Joule heating
could be released in the cusp. On the other
hand, using predictions from a new model of
the jovian cusp processes (39), one can esti-
mate this power to vary in the range 1011 to
1015 watts, depending on solar wind condi-
tions and on the nature of the precipitating

particles. Therefore, a time-averaged Joule
heating power of a few times 1013 watts in
the polar cusp is not an unreasonable value,
possibly accounting for the missing infrared
output power.
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Fig. 5. Polar projection
maps of emission from
the strong Q branch of
C2H2 at 729 cm�1.
These 3 cm�1 data
were obtained between
31 December 2000 and
1 January 2001, a time
period centered on Jupi-
ter’s closest approach.
The north infrared au-
roral hot spot (right
panel) is seen in the
65°N to 85°N (planeto-
graphic) latitude and
160°W to 190°W longi-
tude ranges. The south
infrared auroral hot spot
(left panel) is seen in the
75°S to 85°S and 0°W
to 70°W ranges. The lo-
cations of the enhance-
ments coincide approximately with the Hubble Space Telescope FUV features identified as the footprints of the jovian polar cusps.
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Mechanism of Ammonia
Transport by Amt/MEP/Rh:
Structure of AmtB at 1.35 Å
Shahram Khademi, Joseph O’Connell III, Jonathan Remis,

Yaneth Robles-Colmenares, Larry J. W. Miercke, Robert M. Stroud*

The first structure of an ammonia channel from the Amt/MEP/Rh protein
superfamily, determined to 1.35 angstrom resolution, shows it to be a channel
that spans the membrane 11 times. Two structurally similar halves span the
membrane with opposite polarity. Structures with and without ammonia or
methyl ammonia show a vestibule that recruits NH4

�/NH3, a binding site for
NH4

�, and a 20 angstrom–long hydrophobic channel that lowers the NH4
� pKa

to below 6 and conducts NH3. Favorable interactions for NH3 are seen within
the channel and use conserved histidines. Reconstitution of AmtB into vesicles
shows that AmtB conducts uncharged NH3.

The transport of ammonia/ammonium is funda-
mental to nitrogen metabolism throughout
all domains of life (1–4). In what follows, Am
refers to (NH3 � NH4

�), and MA to
(CH3NH2� CH3NH3

�). The so-called ammo-
nia transporters (Amt proteins), whose paralogs
in yeast are called methylammonium/ammoni-
um permeases (MEP proteins) (5, 6) are typi-
cally �420 amino acids in length and are
assembled as trimers of proteins (7). The trans-
port rates of most Amt/MEP proteins can be
conveniently measured by transport of radioac-
tive 14C–labeled MA (8).

Plant, bacterial Amt, and yeast MEP family
members show a range of concentration depen-
dence for Am conductance up to “high affinity,”
as reflected in their ability to grow on very low
concentrations (�5 �M) of ammonium salts as

sole nitrogen source. The “response Km” (the
concentration that evokes half-maximal conduc-
tance) for Am is �5 to 10 �M for MEP1 and 1
to 2 �M for MEP2. MEP3 is of much lower
affinity, Km � 2 mM (6). amtB and glnK located
on the same operon, are cotranscribed in bacteria
(9) and archaea, and GlnK plays a dynamic role
in the regulation of nitrogen uptake (10) by
binding to AmtB (11, 12). In humans, the Rhe-
sus (Rh) family of proteins, both erythroid
(RhAG, RhD, and RhCE) and nonerythroid
(RhCG, RhBG, and RhGK), also share conser-
vation with the Amt/MEP family throughout
their sequence (13) (Fig. 1).

Our structural analysis is based on crystals
grown in the absence or presence of Am or MA.
It reveals a recruitment vestibule for cations such
as NH4

� or neutral NH3, a site that can bind
CH3NH3

� or NH4
� using �-cation interactions,

and a hydrophobic channel that incorporates
NH3 using weak interactions with C-H hydrogen
bond donors. Our assays carried out on reconsti-
tuted vesicles show that the protein conducts
NH3 because addition of Am salts outside

raises internal pH. This is therefore the first
structure of a transmembrane channel family
that can conduct unhydrated molecules that in
isolation would be gaseous.

Structure Determination
We cloned two orthologs of AmtB, from Aquifex
aeolicus (AmtB_AQFX) (14) and Escherichia
coli (AmtB_Ecoli) (4, 7). Twenty amino acids
were excised from the N terminus of Amt-
B_AQFX and 22 were excised from AmtB_E-
coli, as established by matrix-assisted laser de-
sorption/ionization mass spectroscopy (MALDI-
MS) and N-terminal amino acid sequencing.
This and the prediction of signal peptide cleav-
age sites through neural network approaches
(15) led to the identification of these regions as
signal sequences, which are removed upon in-
sertion of the proteins into the cell membrane
(Fig. 1). Crystals of AmtB_Ecoli, grown in the
presence of 25 mM AmSO4 at pH 6.5, diffract to
a resolution of 1.35 Å (Table 1). Crystals of
AmtB_AQFX diffracted to 4.5 Å and have not
yet been pursued.

A Trimer of Three Channels
AmtB crystallizes as the physiological threefold
symmetric trimer of channel-containing proteins
(Fig. 2, A and B). The trimer extends �65 Å
parallel to the threefold axis and is 81 Å in
diameter in the plane of the membrane. Eleven
transmembrane-spanning �-helices (M1 to M11)
form a right-handed helical bundle around each
channel. Residues from M1, M6, M7, M8, and
M9 of one monomer interact with helices M1,
M2, and M3 of the neighboring monomer, with
a total interacting surface area of 2716 Å2. As
described for other membrane proteins, polar
aromatic side chains of residues Tyr62 at the
periplasmic (termed extracellular) side and
Tyr180, Trp250, and Trp297 at the cytoplasmic
side would lie in the membrane-aqueous phase
interface. The trimer has a net negative charge of
–7.5 (13.5 positive � 21 negative) on the outer
surface and a net positive charge of �9 (42
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Genentech Hall, University of California–San Fran-
cisco, 600 16th Street, San Francisco, CA 94143–
2240, USA.
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Table 1. Crystallographic statistics to 1.35 Å resolution. Crystals of SeMet
AmtB (used for all crystallography) were in space group P63. Data were
collected at the ALS beamline 8.3.1, with a CCD detector (Quantum 4), and

integrated and scaled with DENZO, SCALEPACK (Native), and MOSFILM (MAD
data). Phases were calculated with CCP4. After solvent flattening and phase
extension to 2.0 Å, the model was refined with CNS to 1.8 Å and SHELX to 1.35 Å.

Data set With 25 mM AmSO4 With 100 mM MASO4 Without Am/MA SeMet MAD remote SeMet MAD peak

Cell dimensions (a Å, c Å) 96.5, 94.6 95.7, 94.6 95.8, 94.7 95.8, 94.7 95.8, 94.7
Wavelength (Å) 1.1159 1.1159 1.1159 1.0080 0.9797
Resolution (Å) 1.35 1.85 2.0 2.5 2.5
Multiplicity 14.3 13.3 19.6 7.3 6.6
Completeness %* 97.3 (90.4) 99.7 (99.3) 87.4 (48.3) 99.7 (99.6) 99.7 (99.6)
I/� 20.4 (1.6) 19.3 (1.9) 25.8 (2.0) 10.6 (3.3) 9.4 (2.8)
Rsym (%) 5.8 (62.1) 6.4 (80.0) 6.4 (69.5) 11.4 (81.0) 12.5 (87.0)
Phasing power 0.7 0.34
Figure of merit 0.265
(after solvent flattening) (0.877)

Rcryst/Rfree (%) 13.3/16.8 19.5/20.5 18.2/20.5
RMSD bond length (Å) 0.007 0.007 0.013
RMSD bond angle (°) 1.3 1.3 1.8
Mean B factor (Å2) 24.6 37.5 43.2

*Numbers in parenthesis refer to the high-resolution shell for data refinement (1.45 to 1.40 with AmSO4, 1.92 to 1.85 for MASO4, and 2.07 to 2.00 for without substrate).
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Fig. 1. The amino acid sequence alignments of AmtB/MEP/Rh homologs
from E. coli (AmtB_E. coli), A. aeolicus (AmtB_AQFX ), Neurospora
(AMT_Neurosp), Saccharomyces cerevisiae (MEP2_Sacch), Lycopersicon
esculentum (LeAMT1_Lycop), Arabidopsis thaliana (AMT_Arabid), Caeno-
rhabditis elegans (AMT1_Celeg), and human Rh factors (RhBG, RhCG, and
RhAG). The numbering is that of E. coli AmtB. Conserved amino acids are

in white in red-filled rectangles. Similar residues are in red surrounded by
blue lines. The signal sequences in E. coli and A. aeolicus are under-
lined. Residues that line the lumen of the channel are labeled with
asterisks above. Eleven transmembrane helices are identified by he-
lical motifs above the sequence, labeled by transmembrane helix
numbers M1 to M11.
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positive � 33 negative) on the cytoplasmic side,
as is the trend in membrane proteins.

At the extracellular side, the threefold axis is
surrounded by three closely packed copies of just
M1 of each monomer, which seal the central axis
against passage. Toward the cytoplasmic side,
the three M1s (�16° to each other) veer away
from the threefold axis to leave an open pocket
�10 Å across, formed by three copies of M1 and
M6. M1 has a kink (22°) in the helix secured by
the only cis-proline (Pro26) in AmtB, a residue
not conserved in the superfamily. M1 and M6
are not long enough to span the bilayer, consis-
tent with the trimer being the stable physiologi-
cal quaternary structure. The interfaces between
subunits are almost as hydrophobic as the exte-
rior, suggesting that a monomer could be tran-
siently stable in the membrane upon synthesis,
before forming trimers. An isolated square pla-
nar arrangement of four water molecules, each
hydrogen-bonded to each other (average hydro-

gen bond length 3.0 Å), makes two hydrogen
bonds to carbonyl oxygens of Cys56 and Ala102 in
an otherwise hydrophobic cavity in the interface.

An 11-Crossing Membrane Protein with
a Quasi-Twofold Axis in the Plane of
the Membrane
We found that AmtB from E. coli and AmtB
from A. aeolicus each begin with a signal se-
quence that is cleaved during synthesis. The
topology of AmtB was correctly determined by a
careful series of PhoA and LacZ insertions, and
the C terminus was shown to be cytoplasmic (4).
Within each AmtB channel, M1 to M10 diverge
outward from the central plane in a right-handed
helical bundle to generate a vestibule on each
surface. Their inter helix angles are �26° to
–58°. Within the trans-bilayer region, there are
three glycine C�-H. . .O	C hydrogen bonds
(between the C� hydrogen of glycine and a main
chain carbonyl oxygen of a neighboring �-helix)

between M1 and M6 (Gly204, Gly211, and Gly34)
and one between M8 and M10 (Gly325). Cys109

and Cys56, found only in E. coli AmtB, are
close enough to form a disulfide in the trans-
membrane region.

The fold is not homologous to any other
membrane protein structure previously reported.
Although there is no evidence for any gene
duplication in the family, the structure of M1 to
M10 reflects a quasi-twofold axis in the mid-
plane of the membrane that intersects the trimer
threefold axis. It relates the structural context of
the M1 to M5 region to that of M6 to M10. M11
is an additional �50 Å–long straight helix, in-
clined at –50° to the perpendicular to the mem-
brane plane that surrounds the lipid accessible
side of each monomer (Fig. 2, B and C). This
type of structural duplication with opposite po-
larity with respect to the membrane plane is seen
in a number of membrane proteins, including
AmtB, GlpF and all aquaporins, the SecY pro-

Fig. 2. Three-dimensional
fold of AmtB. (A) Ribbon
representation of the AmtB
trimer viewed from the ex-
tracellular side. In the top
monomer, the quasi- two-
fold axis (vertical, in the
plane of the page, and inter-
secting the threefold axis)
relates the left side to the
right side. Pairs of corre-
sponding quasi-twofold re-
lated helices are shown in
the same color. The right
monomer has a solvent-ac-
cessible transparent surface,
colored according to elec-
trostatic potential (red for
negative and blue for posi-
tive). The three blue and
one orange spheres are potential ammonia molecules and an ammonium ion,
respectively. (B) A stereoviewof themonomeric ammonia channel viewed down
the quasi-twofold axis. In this and all subsequent figures, the extracellular side is
uppermost. The vertical bar (35 Å) represents the inferred position of the
hydrophobic portion of the bilayer. Three NH3 molecules seen only when
crystallized in the presence of ammonium sulfates, are shown as blue spheres.
(C) The amino acid sequence of AmtB is arranged topologically as in the
structure, with helices viewed as if from inside the channel looking away from
the threefold axis. The quasi-twofold axis is perpendicular to the center of the
figure. Five helices compose each segment, labeled M1 to M5 and M6 to M10.

Related helices M1 and M6, M2 and M7, etc., are boxed in similar
colors. Side chains of residues in red circles contribute to the sub-
strate-contacting walls of the channel. Residues in blue circles contrib-
ute side chains to the inter-monomer contacts that immediately sur-
round just the threefold axis of the trimer, because many oligomeric
membrane proteins either need to insulate against passage of alternate
molecules there or use this special location for stability, as in the
aquaporins, or for conductance as in K� channels. The deduced location
of the cell membrane is illustrated in gray (35 Å) with light gray for the
head group region (to 40 Å thickness).
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tein of the translocon, and the ClC chloride
channel. However, of these, only in the aqua-
porin family were the vestiges of duplication
recognized in the gene sequences (16). The
sparse vestiges of duplication now apparent in
sequence after the structure imply that they
should be identifiable in other proteins when
conservation among multiple sequences is taken
into account. Because of the opposite polarity of
the duplicated segments relative to the mem-
brane, the primordial gene duplication event of
such membrane proteins must have occurred
before generation of enough functional sur-
roundings to support any transport of molecules
from one side of the membrane to the other.

The Mechanism of Transport or Conductance
We sought to define any preferred sites for Am
or MA and the mechanism for transport or
conductance of these molecules by comparison
of the structure in the absence of any ammoni-
um derivative, in 25 mM AmSO4 at pH 6.5, and
in 100 mM MASO4 at pH 6.5. These concen-
trations are in �1000-fold excess relative to the
response Km (Am, Km � 10 �M; MA, Km �50
�M). There is no significant overall conforma-
tional change of the protein with Am or MA,

consistent with AmtB as a channel rather than
as an ammonia transporter that would harness
alternating conformational states. Therefore,
from now on, we refer to this family of mole-
cules as channels.

The quasi-twofold (i.e., up to down) symmet-
ric channel generated within each monomer by
the structural antiparallel duplication begins with
an extracellular vestibule. This is followed by
one of two most constricted hydrophobic
regions (Fig. 3A). The mid-membrane cen-
ter of the pathway has two in-line histidines
followed by the second constricted hydro-
phobic region and the intracellular vestibule.
Between the two hydrophobic constrictions
the channel wall is narrow and mostly non-
polar throughout its �20 Å length, consis-
tent with conduction of uncharged NH3.

The outer vestibule contains 30 ordered wa-
ter molecules. Am has similar density to that of
H2O; thus, if it replaces H2O, it is difficult to
identify unambiguously as Am. The density for
MA is clearly distinguished from that of H2O/
Am, and the difference can uniquely mark a site.
Because the Am and the MA crystals have
slightly different unit cells and so were not iso-
morphous, Fo-Fo maps were not useful; thus, we

cite Fo-Fc maps. One such MA site (60% or-
dered, where this order parameter represents the
integrated electron content, referenced to the
highest occupied water molecule) is located
against both aromatic rings of Trp148 and
Phe107 (Fig. 3B). The –NH3

� moiety is a
hydrogen bond donor to the O
 of Ser219.
This provides a favorable two �-cation in-
teraction for NH4

� and for CH3NH3
�, sta-

bilized by ring currents, and is accessible to
solvent. MA displaces two separate peaks
(Am1, 67% ordered) and a water peak in the
Am structure (Fig. 3C), very similar to two
water peaks in the H2O structure (60% or-
dered). The order parameter we use primar-
ily reflects movement in the site and second-
arily statistical occupation.

Mutation of conserved Asp160 to Ala160 com-
pletely destroys transport of MA, implying that
Asp160 plays a key role (12), and Merrick pro-
posed that it might provide a primary binding
site for NH4

�. However, there is no peak of
density against Asp160 even in the presence of 25
mM AmSO4 or 100 mM MASO4. Conserved
Asp160 is a helix-capping residue for M5 (Fig.
4A), being a hydrogen bond acceptor at its O�2
from the O
� (2.51 Å) and N-H of Thr165 (2.8

Fig. 3. The ammonia-conducting channel in AmtB. (A) The
surface of the lumen of the ammonia channel is colored
according to electrostatic potential, after removal of sur-
faces of helix M9 and parts of M8 and M10 (whose helical
backbones are indicated by the cyan line). The positions of
two histidines near the three NH3 sites (blue spheres) are
shown in yellow and blue stick representation andwere not
included in the surface electrostatic calculation. Two nar-
rowhydrophobic regions through the channel lie above and
below the NH3 positions (the zone within a dashed rect-
angle). The orange sphere represents an ammonium ion.
(B) Stereo views of the CH3NH3

�/NH4
� binding site Am1.

The electron density map (2Fo-Fc) is contoured at 2� for the protein
(blue), and the (Fo-Fc) CH3NH3

� omit map is contoured at 4.5� (red)
for AmtB in 100 mM MASO4 at pH 6.5. The MA order is 67%
occupancy for each (CH3 and NH3) group. Hydrogen bonds between

the NH of CH3NH3
� and O
 of Ser219 and between the N1H of

Trp148 and O of Asp160 are indicated by yellow dashed lines, with
bond distance in yellow. (C) As in (B), for AmtB in 25 mM Am SO4 at
pH 6.5. Am order is 67% occupancy (6.7 electrons).
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Å) and at its O�1 from the N-H of Gly164 (2.7 Å)
and the N-H of Gly163 (2.8 Å) at the N-terminal
end of M5. Thus, the Asp160 carboxyl orients the
carbonyls of Asp160, Phe161, and Ala162 that,
along with carbonyls of Ser68, Ser219, Val147, and
Trp148 from the outside ends of helices M2, M4,
and M6, line the vestibule and make it cation-
attracting. Asp160 itself is not accessible to bulk
solvent and is conserved across the superfamily,
underlying its key role that appears to be primar-
ily structural. Cys326 shields one planar face of
Asp160. The indole ring of Trp148 is interposed
between Asp160 and the MA site and shields
Asp160 from solvent. Trp148 is conserved among
the Amt/MEP subfamilies. The lowest polar car-
bonyl oxygen is for Ala162 at z 	 8.5 Å. The first
hydrophobic constriction in the channel formed
by Trp148, Phe103, Phe161, and Tyr140, all of
which are conserved only in Amt’s, and every-
where conserved Phe107 and Phe215 suggests
possible �-cation interactions for NH4

� on entry
to the channel. The diameter is 1.2 Å; thus, the
side chains of Phe107 and Phe215 must move
dynamically during any conduction event.

In 25 mM AmSO4, the crystal structure shows
three additional peaks (Am2, Am3, and Am4 of
order 20%, 15%, and 20%, respectively), not
present without AmSO4 adjacent to two quasi-
twofold, related, conserved imidazoles of His168

and His318 at the center of the narrow hydropho-
bic channel (Fig. 4, A and B). The partial order
indicates that these Am-specific peaks are poorly
ordered, consistent with there being no good lo-
calizing hydrogen bonds in the channel or with
their being occupied alternately with each other,
or conceivably partially occupied such that at
higher concentration they might be fully occupied.
This latter reason seems very unlikely, because
Am is already at 1000-fold the Km. At this reso-
lution (1.35 Å), C, N, and O in AmtB are clearly

distinguished. The orientation and hydrogen
bonding of the imidazoles are unambiguously de-
termined. The OH of conserved Thr273 is a hy-
drogen donor to the C	O of Leu269 and therefore
an acceptor of the hydrogen bond from Nε2H of
His168. Unprotonated His168 N�1 and His318

N�1H are fixed by hydrogen bond to each other.
They provide two Cε1-H hydrogen bond donors
(17) to the N of Am2 and the N of Am3 (3.2 Å
and 3.4 Å between heavy atoms, respectively),
and one Nε acceptor for the N-H of Am4. The
other surrounding side chains are all hydrophobic.
�-cation stabilization is possible at Am2 from side
chains of Phe215 and Trp212. In this low dielectric
environment, the imidazole Cε1-Hs will appear
more acidic than imidazole in aqueous solution,
because the effective dielectric constant (ε) is
much lower. Therefore, coulombic attraction forc-
es will increase as 1/ε.

Whereas imidazole nitrogens might act as a
hydrogen donor N-H or an acceptor N at the lone
pair of electrons on an unprotonated nitrogen, the
Cε1–Hs can only be donors, easing passage of a
molecule that is an acceptor, as is NH3 but not
NH4

�. Thus, this signature structure harnesses
all of its hydrogen-bonding potential to accommo-
date the passage of hydrogen bond–accepting
molecules. The pKa of NH3 must be lowered to
below 6 at sites Am3 and Am4, because peaks
clearly reflect NH3 at a pH of 6.5 in the crystals.
At some point close to the aromatic constriction,
NH4

� gives up its proton, leaving it predominant-
ly on the side of entry, and NH3 is transported.
The cation-selective vestibule, possibly down to
the Am2 site, can recruit NH4

�. This and the
aliphatic hydrophobic channel compatible with
NH3 can explain many of the seemingly inconsis-
tent observations of function.

Phe31, Tyr32, and Val314 surround the second
cytoplasmic constriction. Asp310, the conserved

quasi-twofold relative of Asp160, similarly acts
as a helix cap for M10. The first exit-peak of
density within the channel pathway is hydrogen-
bonded to Asp313 and could be close to where
NH3 would reacquire a proton on the inside to
become NH4

�.

Ammonia Conductivity by AmtB
In order to determine the substrate specificity
and rates of conductance of AmtB, we adapted a
fluorescence-based assay to measure the influx
of ammonia into vesicles (liposomes or proteo-
liposomes) by monitoring the pH-sensitive fluo-
rescence of 5-carboxy fluorescein (CF) (18, 19).
Rapid mixing of CF-loaded vesicles with ammo-
nium chloride (0.5 mM or 5 mM) was initiated at
pH 6.8. The internal pH rose, reflecting influx of
NH3 through the lipids and through AmtB,
which subsequently acquires a proton from H2O
inside, to give NH4

� and OH– (Fig. 5A).
The rate constant of ammonia influx indicated

by the rate of pH change, 115.6 � 13.2 s�1 (av-
erage of n 	 6 determinations, typical curve fit-
ting error in a single curve), for 5 mM NH4Cl
outside is 10-fold faster than for protein-free lipo-
somes, 12.8 � 0.7 s�1 (n 	 6). The rate of pH
change for 0.5 mM NH4Cl (one tenth the concen-
tration) is 70 s�1 (60% of the rate). Substitution of
5 mM NH4Cl by 5 mM NaCl did not lead to any
detectable change in fluorescence even after 10 s,
showing that changes in CF fluorescence are due
to ammonia influx and not, for example, to any
water efflux due to change in osmolarity. As a
further control, ammonia conductivity for proteo-
liposomes reconstituted with the aquaglycero-
porin GlpF was measured at 11.4 � 0.06 s�1 (n 	
6), the same as for liposomes, consistent with
there being no leakage due to the reconstitution
procedure per se. Thus, when the ammonium
concentration drops 10-fold, the rate drops only

Fig. 4. (A) Electron density (2Fo-Fc) contoured at 1.5� (blue) for the
two-histidine region and surrounding structure, including conserved Asp160

that accepts four short hydrogen bonds (dashed yellow). Additional peaks
Am2, Am3, and Am4 seen when crystallized with 25 mM ammonium sulfate
are defined in the Fo-Fc omit map at 1.5� (in red), indicating putative NH3
molecule positions (blue spheres). The hydrogen-bonding network shows

interactions between His168 and His318 and NH3 peaks in yellow (distances
in red). (B) Stereo view of the two-histidine center of the channel. Surround-
ing hydrophobic residues are shown in ball and stick representation. The
surface representation covers other surrounding amino acids. Three ammo-
nia-dependent sites are shown (blue spheres) with associated distances
(dashed yellow line and yellow labels).
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40%, generally consistent with the fact that the Km

for transport is below 500 �M Am.
To assess possible water conductivity by

AmtB, osmotic permeability of water was mea-
sured by concentration-dependent self-quenching
of vesicular CF with an aliquot of the same batch
of AmtB proteoliposomes (19) (Fig. 5B), and also
by light scattering as a monitor of vesicle shrink-
age and swelling (20). By the fluorescence assay,
when vesicles were mixed with sucrose to a final
concentration of 250 mM sucrose outside, water
efflux was 7.85 � 0.08 s�1 (n 	 6) for liposomes,
versus 8.78 � 0.07 s�1 (n 	 6) for AmtB pro-
teoliposomes, indicating no additional water con-
ductivity in AmtB proteoliposomes, versus �150
s�1 for a water channel AqpZ in the proteolipo-
somes. Thus, AmtB does not conduct water.

Likewise, the structure of AmtB without
(NH4)2SO4 showed no ordered water in be-
tween the hydrophobic constricted regions of
the channel. Thus, the channel removes water
of hydration from NH4

� and a proton, as NH3

passes through the channel. The channel is nar-
row and the cost of dehydration of H2O itself is
not compensated by oxygen in the lumen of the
channel, and no line of waters can be supported
within the channel. This implication was also
challenged by molecular mechanics simulation
with NAMD, which after 2 ns of simulation
confirmed that no water enters the channel (21).

The Mechanism: Recruitment of NH4
�

and Filtered Passage of NH3

The mechanism suggested by the atomic resolu-
tion structures, difference maps for Am/MA, and
NH3 conductivity in proteoliposomes involves a
vestibular recruitment of total Am, a site that can

bind NH4
�, and a channel for NH3 that lowers

its pKa to �6 (Fig. 6). This mechanism of con-
ductance can reconcile many, but not yet, all data
that lead to the seemingly inconsistent proposals
of how members of the Amt/MEP family work.

Soupene et al. have maintained that the Amt/
MEP family conducts NH3 bidirectionally (22,
23), with which our findings are consistent. On
the basis of experiments, it has also been pro-
posed that the Amt/MEP family variously trans-
ports NH4� (9, 24–26), cotransport 26 and ex-
changes NH3/H

� (26), and exchanges NH4
�/

H� in Rh proteins (27, 28). We attempt to
address these data here.

pH-dependent effects. NH4
� (or CH3NH3

�)
becomes less basic in the channel as it becomes
progressively desolvated, until it reaches the
Am2 position. At Am3, it is deprotonated and
becomes uncharged (pKa � 6). Entry of the
uncharged NH3 or CH3NH2 species into the
hydrophobic channel at pHs above the new pKa

could eliminate all dependence of rate on pH and
hence any dependence on concentration of the
uncharged species in the bulk solution. Corre-
spondingly, the solution equilibrium between
NH3 and NH4

� has little to do with the mecha-
nism, because both species can enter the vesti-
bule to become NH3 at the Am2/3 site. If at all,
lower pH might contribute to reduce the rate of
Am conductance, not by reducing the level of
NH3 in bulk solution, but by opposing proton
release from NH4

� in the vestibule. The vestibule
may also have some preference for NH4

� or NH3

that could be reflected as an indirect effect of pH in
either direction; a tendency to recruit NH4

� would
favor a small increase in rate at lower pH.

In Coryne bacterium glutamicum, two am-

monia channels are present, Amt and AmtB. MA
uptake has an apparent Km (CH3NH3

�) of 53 �
11 �M at pH 6.0 that is unchanged at pH 8.5,
leading to the conclusion that NH4

� is the trans-
ported species, because NH3 concentration in
bulk solution would change 300-fold over this
pH range, whereas NH4

� concentration is little
changed (25, 29). Likewise, the Km for transport
by Arabidopsis AMT2 is not pH-dependent be-
tween pH 5.0 and 7.5 (30). However, recruit-
ment of Am to the vestibule can be completely
pH-independent. Therefore, the inference that
NH4� is conducted is incorrect; all Am will
become NH3 as it reaches the Am2/3 sites.

Effects of pH on transport of Am or MA
by the human Rh factor RhAG show that the
rate of inward transport of (external)
14CH3NH3

� increases as external pH rises
from 5.5 to 8.5 (27), tending to suggest that
the neutral species may be conducted, be-
cause its concentration increases exponential-
ly as pH is raised. However, a lack of effect
of changes in membrane potential on conduc-
tance of MA, and a small decrease in con-
ductance as internal pH rises, led to the con-
clusion that transport was electrically net
neutral. Westhoff and colleagues reasoned
that an increase in the outward-directed pro-
ton gradient might drive transport of ammo-
nium ion, the predominant species in solu-
tion, and so suggested that RhAG might be a
H�/CH3NH3

� antiporter. However, in light
of our conclusions, it is of note that the
increase in conductance was much more
strongly dependent on the external pH than
on internal pH, and it can equally be inter-
preted as transport of uncharged CH3NH2 as

Fig. 5. Channel conductance in proteoliposomes. (A) The time course
of change in pH inside of vesicles containing CF buffered by 20 mM
Hepes as detected by fluorescence change. Initial pH was 6.8 both
inside and outside. To initiate flux, 5 mM NH4Cl was added externally
to protein-free liposomes (�) and to AmtB-containing proteolipo-
somes (solid triangles) (protein to lipid ratio was 1: 200 by weight)
(36). To control for possible osmotic effects, instead of 5 mM NH4Cl,

5 mM NaCl was added to proteoliposomes (solid circles). The dashed
lines are exponential fits to the data. (B) Water conductance assessed
by concentration-dependant self-quenching of CF-containing lipo-
somes (solid squares) and proteoliposomes (open circles) upon addi-
tion of 500 mM sucrose at t 	 0. The osmotic change leads to
conductance of water through the lipids or through protein. The
dashed lines are exponential fits to the data.
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implied by our mechanism, in which the dep-
rotonation of CH3NH3

� in the vestibule
might well become easier as pH is raised.

Soupene et al. show that growth in minimal
nitrogen-limiting conditions of Am (�1 mM) is
especially deleterious at pH values below 7,
where the effect of AmtB/MEP disruptions are
profound (22). The bulk solution concentration
of NH3 decreases as pH is lowered, one reason
that they propose that the Amt/MEP proteins
increase the rate of equilibration of the un-
charged species NH3 across the membrane, rath-
er than actively transporting the charged species
NH4

� (23). Although our results are consistent
with this conclusion, and with their findings that
conductance is bidirectional, we contend that the
effect of pH is not by effect on solution concen-
tration of NH3. Any pH dependence could be
consistent with a possible pH effect on H� re-
lease from NH4

� in the vestibule. Consistent
with this conclusion, the increase in rates of
transport of MA versus pH do not increase by a
factor of 10 per unit increase in pH as would be
expected for a bulk pH effect, but increase by a
factor of �2 per pH unit (27).

Competitive inhibition. Ammonia channels
conduct Am and MA but no larger secondary or
tertiary amines. However, seemingly inconsis-
tently, dimethylamine and ethylamine were
found to inhibit the uptake of CH3NH2 by Amt
and AmtB from C. glutamicum, whereas trim-
ethyl- and tetramethyl amine did not (25).
Although the channel is too small to accom-
modate these molecules, competition for the
smaller cationic forms can take place at the
Am1 site in the vestibule. This inhibition of
MA conductance by Am in RhAG is pH-
independent, surprisingly because their pKas
are different (27). However, we now would
expect this pH independence because compe-
tition is between total MA and Am.

Transmembrane potential. Transmembrane
potential accentuated conductance by the chan-
nel has been noted because Km for MA decreases
as transmembrane voltage (negative in the direc-
tion of conductance) increases, interpreted as
indicating that NH4

� is conducted (26). Howev-
er, the electric field will concentrate NH4

� on
the NH4

� rich side of the membrane and in the
vestibule, increasing the local concentration
there and so explaining this effect. Thus, Km

(apparent) appears to be lower because the local
concentration of MA/Am is higher in the vesti-
bule than in the bulk solution.

Westhoff et al. show by expression of human
RhAG in oocytes that the rate of conductance of
MA remains constant even when membrane po-
tential is modulated from –35 mV to –9 mV
(inside the oocyte), concluding that transport is
not electrogenic (27). This could be consistent
with an electrically neutral NH4

�/H� antiport
mechanism as these authors suggest, but it is also
consistent with net transport of uncharged
CH3NH2 as our results imply.

All the observations noted so far are recon-
ciled by the recruitment of NH4

�, reduction of
its pKa and conductance of NH3 as the primary
mechanism. However, observations of ammoni-
um-dependent currents through ammonia chan-
nels are not and demand further examination. A
two-electrode voltage clamp was used to vary
the transmembrane potential in oocytes tran-
siently expressing the tomato paralog LeAMT1.
Inward currents increased with voltage and with
external ammonium ions from �3 �M Am up-
ward. The currents show a Hill coefficient of 1,
implying that there is no cooperative effect of
one conducted molecule of Am on another and
suggesting a single binding site (26), which we
presume could be Am1. This electrogenic be-
havior suggests that the channel transports am-
monium ions (NH4

�, or NH3 plus a H�) rather

than uncharged NH3. The measured currents are
the same from pH 5.5 to 8.5 (26), consistent with
conductance of NH4

� ions rather than with NH3

and H�, which might have showed some pH
dependence. Although we have shown that
AmtB conducts predominantly NH3 (assayed in
proteoliposomes), we have not shown that it
does not conduct any occasional nonstoichio-
metric NH4

�/H� ions that could give rise to
these currents. A stoichiometric measure of con-
ductance of each species NH3/NH4

� will be
required to establish whether this takes place at
some low level. We do not see any hydrogen-
bonded pathway that could act as a conductor for
H�, nor any change in conformation of AmtB
determined in the presence of Am/MA. Given
with these observations, one possibility is there-
fore that an occasional NH4

� ion can reach
Am2, stabilized by ring currents of the rich
aromatic environment at the constriction, and
pass through the two-histidine region, possibly
using the acid/base properties of the imidazole
nitrogens to assist in proton transfer. This would
require a transient conformational change that
could be induced. The structure can clearly guide
experimental measures of the ratio of conduc-
tances. Alternatively, the currents could be car-
ried by another ion or another Am dependent
pathway in the oocytes.

The Mechanisms of Rh Factors
In light of the AmtB structure, the sequence
of Rh factors can now be mapped onto the
three dimensional structure of AmtB to ad-
dress questions of Rh function. Variabilities
in the Rh factors versus Amt/MEPs are seen
in lengthened N- and C-terminal domains and
in Rh-specific internal changes. The Rh pro-
teins complement mutants in which all three
of the yeast MEP proteins are inactivated
(mep1�, mep2�, and mep3�), showing that
the theRh proteins can provide similar func-
tion in the transport of Am to support the
growth of yeast (13, 28, 31).

The rate of MA uptake in RhAG was satu-
rable and well fitted by a Michaelis Menten
equation with a Km 	 1.6 mM for the ionic
species. NH4

� competed with MA (27). How-
ever, Km for RhaG is 300-fold higher than for
AtB and the Am1 site differs in lacking some of
the �-cation stabilizing rings. Trp148 is Leu or
Val in Rh factors; Phe/Tyr103 is Ile in Rh;
Phe107 is conserved. This is consistent with
low affinity for cations.

Based on several lines of evidence, Soupene
et al. speculate that certain Rh factors, promi-
nent in mammals and found alongside Amt in,
for example, green algae, may function physi-
ologically as channels for CO2 (32, 33). The
stoichiometry of Rh factor associations in
erythrocytes and their impact on the maternal
immune response to fetal Rh are not known.
Thus, the structure allows docking of models of
the various Rh factors against each other to
define this heterotrimeric assembly.

Fig. 6. The deduced mechanism of
conductance is summarized. The
low electron density for NH3 may
represent substitutional interchange
or relative freedom of NH3 within
the hydrophobic channel. NH3 nor-
mally undergoes rapid inversion.
This may be impeded against the
weak hydrogen bond C-H donors
of imidazole.
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Biological Relevance of This Mechanism
Conductance of uncharged NH3, versus NH4

�

ion, can solve several biological problems. First,
because K� channels conduct the very similarly
sized NH4

� ion, there is the reverse possibility
that an NH4

� ion channel could “leak” potassium
and hence leak membrane potential in eukaryotes.
Amt/MEP proteins are not permeable to any other
ions (26). Transport of only uncharged NH3 and
not NH4

� assures this selectivity against all ions
that would require replacement for their hydration
shell while in the narrow portion of the channel.
The energetic cost of removing even a single
water of hydration from an ion is prohibitive.
Second, NH4

� or any other ion is progressively
energetically unstable as it approaches the center
of the hydrophobic bilayer, whereas NH3 is much
less so because it is electrically neutral. Potassium
channels for example, have solved the problem by
providing 16 carbonyl oxygens, 8 around each
K� ion position on the way into the channel (34).
Each oxygen offers a partial charge of 0.4 elec-
trons to stabilize each K� ion. The KcsA channel
also provides a water-filled cavity in the most
energetically costly position at the center of the
bilayer (35). The narrow hydrophobic channel of
AmtB solves this energetic problem, as it also
selects against the ionic form of NH4

� or any
organic molecule larger in cross section than a
single NH3. Third, passage of uncharged NH3

versus NH4
� would not leak proton motive force

in conduction. Thus, neither energy nor any

counter ion would be needed to accumulate
ammonia.

Note added in proof: In a recent publication
(37), it is shown that Am conductance by RhBG
in oocytes is electroneutral, in contrast to the
currents reported by the same group for another
homolog (26), and can explain observations of
electric currents in oocytes by an indirect mecha-
nism. If general to the Amt/MEP/Rh family (Fig.
1), this would eliminate the only data that we
discuss as potentially inconsistent with the mech-
anism we deduce.
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Experimental Observation of
Nonlinear Traveling Waves in

Turbulent Pipe Flow
Björn Hof,1*† Casimir W. H. van Doorne,1* Jerry Westerweel,1

Frans T. M. Nieuwstadt,1 Holger Faisst,2 Bruno Eckhardt,2

Hakan Wedin,3 Richard R. Kerswell,3 Fabian Waleffe4

Transition to turbulence in pipe flow is one of the most fundamental and
longest- standing problems in fluid dynamics. Stability theory suggests that the
flow remains laminar for all flow rates, but in practice pipe flow becomes
turbulent even at moderate speeds. This transition drastically affects the trans-
port efficiency of mass, momentum, and heat. On the basis of the recent
discovery of unstable traveling waves in computational studies of the Navier-
Stokes equations and ideas from dynamical systems theory, a model for the
transition process has been suggested. We report experimental observation of
these traveling waves in pipe flow, confirming the proposed transi-
tion scenario and suggesting that the dynamics associated with these unstable
states may indeed capture the nature of fluid turbulence.

Turbulence is one of the most common
examples of complex and disordered dy-
namical behavior in nature. Typically, the

motion of clouds, weather patterns, river
flows, and even the flow from a faucet are
turbulent. Yet the way in which turbulence

arises and sustains itself is not understood
even in laboratory experiments with well-
controlled boundary conditions. The first
study of this kind was undertaken by Reyn-
olds (1) in 1883. He investigated the tran-
sition to turbulence in pipe flow and his
observations have posed a riddle ever since.
Whereas stability theory predicts that pipe
flow will remain laminar for all flow rates
(2), in practice pipe flow becomes turbu-
lent even at moderate speeds. In contrast to
other laminar-turbulence transitions, where
primary and secondary instabilities of the
laminar flow provide guidance, the transition
process in pipe flow has remained a near total
mystery. In pipes, turbulence sets in suddenly
and fully, with no intermediate states and
without a clear stability boundary.

Pipe flow can be described by a sin-
gle dimensionless parameter, the Rey-
nolds number Re 	 UD/�, where U is the
mean (or bulk) flow speed, D the pipe
diameter, and � the kinematic viscosi-
ty of the fluid. In the laminar state,
the flow profile is parabolic and the flow
rate is proportional to the pressure
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gradient. This picture changes markedly
when the flow rate is increased and turbulent
flow commences. The ensuing flow is tem-
porally and spatially highly disordered and
viscous drag and dissipation are strongly in-
creased. In typical pipe flows, turbulence sets
in spontaneously at Reynolds numbers as low
as 2000; however, in carefully designed ex-
periments the transition point can be delayed
to Reynolds numbers as large as 100,000 (3).
On the basis of the recent discovery of trav-
eling wave and periodic solutions to the gov-
erning Navier-Stokes equation (4–10), a new
transition scenario for pipe and related shear
flows has been suggested (11–13). All of the
observed solutions are believed to be unstable
and cannot persist individually in practical
flows because of the inevitable presence of
ambient noise. Yet as the Reynolds number is
increased, more and more of these unstable
solutions are believed to arise. In their mul-
titude they can support long-lived disordered
flows in which the flow state transiently visits
these unstable solutions before returning to
the laminar state. In mathematical terms, the
unstable states form a chaotic repellor in
phase space (11), which gives rise to long-
lived turbulent transients. As the Reynolds
number is increased further, this chaotic re-
pellor is believed to evolve into a turbulent
attractor, i.e., an attracting region in phase
space, dynamically governed by the large
number of unstable solutions, which sustains
disordered turbulent flow indefinitely. The
laminar state is still stable, but it is reduced
from a global to a local attractor. As the
Reynolds number increases, the basin of the
turbulent attractor grows, whereas that of the
laminar state diminishes (i.e., the number of
initial conditions that lead to turbulent flow
markedly increases). Consequently, smaller
and smaller perturbations to the laminar flow
are sufficient to cause a transition to turbu-
lence. Some consensus between theoretical
ideas and actual experimental observations
has been found in that the stability boundary,
and hence the basin of attraction of the lam-
inar state, indeed decreases in proportion to
1/Re (14). However, direct evidence that un-
stable traveling waves are relevant for turbu-
lent flows in practice is missing.

For the dynamics of flow patterns in shear
flows, Waleffe (8, 9, 15–17) has proposed a
self-sustaining process. Vortices with a

streamwise orientation move fast fluid from
the center toward the wall and simultaneously
lift slow fluid from the walls to the center,
creating local anomalies in the streamwise
velocity called streaks. These streaks become
inflexionally unstable. Nonlinear self-interac-
tion of the unstable modes regenerates the
streamwise vortices closing the feedback
loop, thus sustaining these flow states against
viscous decay. The traveling waves reflect
this process. Hence, the most important struc-
tural features of these traveling waves are the
streamwise vortices and streaks. The wavy
nature of these states can most readily be
identified in the periodic modulation of the
low-speed streaks. The waves travel in the
streamwise direction at a phase speed typi-
cally slightly larger than the bulk velocity (4,
5). Because all of the numerically observed
traveling waves are (most likely) unstable,
they cannot persist in practical pipe flows but
may be observable as transients, if indeed
they are relevant to the turbulent flow. The
aim of this study is to identify these traveling
waves in experimental turbulent pipe flow.

A schematic of the experimental set-up
is shown in Fig. 1 (supporting online ma-
terial text) (18, 19). For the present mea-
surements, fully developed laminar pipe
flow [i.e., for which the velocity profile
was parabolic (fig. S3)] was destabilized
350 pipe diameters from the inlet by means
of injecting an impulsive jet for 1.5 s
(�1.9D/U) through a hole of 1-mm diam-
eter in the pipe wall. The jet was injected
orthogonally to the main flow with a vol-
ume flux of approximately 50% of the flux
in the pipe. The so-created turbulent flow
region was inspected 150 pipe diameters
downstream of the injection point with a
500-Hz high-speed stereoscopic particle im-
age velocimetry system. As found in our own
studies and in agreement with previous ob-
servations (20, 21), a distance of 150D is
more than sufficient to allow all transients
inflicted by the perturbation mechanism to

subside. Hence, the observations presented
here can be regarded as typical flow struc-
tures representative for turbulent pipe flow at
the particular Reynolds number. For visual-
ization purposes, the water was seeded with
10-�m tracer particles that were neutrally
buoyant, and a radial cross-sectional plane of
the pipe was illuminated by a frequency-
doubled pulsed neodymium-doped yttrium
lithium fluoride laser. This plane was viewed
by two cameras positioned in forward scatter
on opposite sides of the light sheet at 45° to
the observation plane (figs. S1 and S2). The
full three-component velocity field at about
2600 points in the observation plane was
reconstructed from the displacement of the
tracer particles between subsequent images
recorded by the cameras (22). The passage of
turbulent structures was recorded in a series
of 1000 contiguous measurements at sam-
pling frequencies between 60 and 500 Hz. A
high degree of precision (figs. S4 to S8) was
achieved with the use of a test section that
minimizes optical distortion and an optimized
calibration procedure to align the stereoscop-
ic camera set-up (fig. S2) (19).

Our first investigation is concerned with
localized turbulent structures, called “puffs”
(21), which occur at relatively low Reynolds
numbers (1800 � Re � 2500). Puffs are
isolated patches of turbulent flow, which are
advected downstream at �95% of the bulk
velocity. Turbulent puffs typically extend 5
to �20 pipe diameters, depending on the
Reynolds number. The transition regions be-
tween the laminar flow and the turbulent flow
at either end of the puff are referred to as the
downstream and upstream edge, and these
can be identified by the characteristic veloc-
ity change during the passage of a puff (20,
21). A velocity field in a cross-sectional plane
close to the upstream edge of a puff measured
at Re � 2000 is shown in Fig. 2A. Here, the
laminar flow profile is subtracted from the
measured downstream velocity component.
Regions of high velocity relative to the lam-

1Laboratory of Aerodynamics and Hydrodynamics,
Delft University of Technology, Leeghwaterstraat 21,
2628 CA Delft, Netherlands. 2Fachbereich Physik,
Philipps-Universität Marburg, 35032 Marburg, Ger-
many. 3Department of Mathematics, University of
Bristol, Bristol, BS8 1TW, UK. 4Departments of Math-
ematics and Engineering Physics, University of Wis-
consin, Madison, WI 53706, USA.

*These authors contributed equally to this work.
†To whom correspondence should be addressed. E-
mail: b.hof@wbmt.tudelft.nl

---
---

---
---

--

---
---

---
---

--

-------------

--
--

--
--

--
-

--
--

--
--

--
--

-pump

settling
chamber

D= 4cm

disturbance
generator mirror

laser

500Hz
cameras

la
se

r 
sh

ee
t

650 D= 26 m

return pipe

Fig. 1. Experimental apparatus: Water is pumped by way of a settling chamber into a 26-m-long
straight pipe that has a diameter of D� 4 cm. The settling chamber as well as the inlet shape were
designed to minimize disturbances from the inlet (13). The entire pipe is thermally insulated to
avoid heat convection, which would distort the flow profile. The fully developed laminar flow is
perturbed 350D from the inlet, and particle image velocimetry measurements are performed
another 150D downstream.
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inar profile are shown in red, regions of low
velocity relative to the laminar profile are
shown in blue, and transverse components
are indicated by arrows. Whereas the wall
region contains six distinct high-speed
streaks, the central region is occupied by a

large low-speed streak extending three arms
in the radial direction. This streak configura-
tion is in notable agreement with a C3 sym-
metric traveling wave (Cm specifies an m-fold
rotational symmetry) found by Faisst and
Eckhardt (4) (Fig. 2B). Generally, the flow is

dominated by the streaks, and the spanwise
motions are critical but much weaker. The
cross-stream motions are therefore more
quickly overwhelmed by fluctuations result-
ing from the inherent instabilities of the trav-
eling waves. Although the experimentally ob-
served state does not display a full periodic
cycle in the streamwise direction, certain fea-
tures of the state persist over a large portion
of the turbulent puff. In particular, we ob-
served that the high-speed streaks are consid-
erably more static than the low-speed streaks,
which was also observed numerically (4, 5).
To quantify the persistence of the symmetry
features, we calculated an azimuthal correla-
tion of the streamwise velocity component in
the vicinity of the pipe wall. A correlation
calculated from the measurements close to
the upstream end of the puff is shown in Fig.
3A. Peaks at 60°, 120°, and 180° manifest the
presence of six distinct high-speed streaks in
the near-wall region. The correlation curve in
Fig. 3B, measured close to the downstream
(leading) edge of the puff, only has a peak at
120°. The flow pattern observed here consists
of three high-speed streaks close to the wall
spaced at 120° and a low-speed region in the
central part of the pipe. Traveling wave
modes with a C3 symmetry containing three
high-speed streaks in the near-wall region
have also been calculated numerically (5).
The resulting correlations measured along the
entire puff are shown in Fig. 3C. Throughout
the downstream end of the puff, a single
correlation peak was found. At a distance of
about 4D, the single peak bifurcates into three
peaks (at about 60°, 120°, and 180°), which
persist throughout the upstream part of the
turbulent puff. Visual inspection of the veloc-
ity fields confirms that indeed three high-
speed streaks are present throughout the
downstream section of the puff and six

Fig. 2. Comparison of experimentally (top) and numerically (bottom) observed streak patterns.
Velocity components in the plane are indicated by arrows, and the downstream component is
indicated by color coding, where red or blue signifies velocities faster or slower than the parabolic
profile, respectively. The color coding for the experimental flow patterns (top row) ranges from plus
(dark red) to minus (dark blue) 0.6U; the numerical flows (bottom row) range from plus (dark red)
to minus (dark blue) 0.4U. The maximum in-plane velocities are one order of magnitude smaller
than the maximum out-of-plane components. (A) Experimentally observed state in turbulent puff
at Re� 2000. (B) Cross-sectional slice through a C3 symmetric streamwise traveling wave observed
numerically at Re � 1250 (4, 5). (C) C2 symmetric state observed in a turbulent puff at Re � 2500.
(D) Corresponding numerical C2 traveling wave (Re � 1360). (E) C6 symmetric state found in the
experiment at Re � 5300 for fully turbulent flow. The streak configuration in the near-wall region
resembles that of a numerical C6 traveling wave (F) (Re � 2900). The dominance of the low-speed
streak in the central part of (E) is more characteristic of a C3 traveling wave, suggesting that (E)
may result from nonlinear interactions of C3 and C6 traveling waves.

Fig. 3. (A) Azimuthal correlation close to the
upstream edge of a puff (Re � 2000). (B)
Azimuthal correlation close to the downstream
edge of the puff. (C) Display of the azimuthal
correlations from 500 consecutive measure-
ments, taken while a turbulent puff traveled
through the measurement plane. Distances are
measured with respect to the first measure-
ment, which was taken at the downstream end
of the puff. The temporal spacing of the mea-
surements was converted into a spatial one by
multiplication with the advection speed (Tay-
lor’s hypothesis). This approximation is justified
because the puff advection speed is more than
an order of magnitude larger than the in-plane
velocity components. Colors represent the am-
plitude of the correlation ranging from dark red
(�1) for maximal correlation to dark blue (–1)
for anticorrelated data. A single correlation
peak is observed for distance �4, which then
splits up into three peaks for distance �4,
indicating a change in the streak pattern from three to six high-speed
streaks in the near-wall region. Correlations were calculated according to

C(�,r)��
0

2	

U(�,r)U(� � 
,r)d
 for five radii in the interval 0.9 � r/(D/

2) � 0.7, where r is the radial distance from the pipe centerline, and for
each measurement plane the radius showing the maximum correlation

(largest difference between the maxima and minima) was selected.
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streaks are present for the remainder of the
puff. Qualitatively, the same result has been
found for all puffs investigated at this Reyn-
olds number. This result is surprising, in that
features of the turbulent puff—i.e., the num-
ber and spacing of high-speed streaks—ap-
pear to be determined by a small number of
unstable states.

The C2 traveling wave, shown in Fig. 2C, has
been observed at Re � 2500. Again, the streak
pattern is in excellent agreement with that of its
numerical counterpart (Fig. 2D). The numerical-
ly calculated traveling waves in Figs. 2 and 4 are
shown for lower Reynolds numbers than the
experimentally observed traveling waves. As
pointed out by Wedin and Kerswell (5), the
change in the form of the numerical solutions for
an increasing Reynolds number is very small,
and the main features and symmetry properties
remain unchanged. The flow state (Fig. 2E) was
observed in a turbulent slug (21) at Re � 5300.
The streak/vortex configuration in the near-wall
region resembles a numerically observed C6

traveling wave (Fig. 2F). Overall, the measured
structure is more likely to be a combination of C6

and C3 modes (Fig. 2), which is in accord with
the increased complexity of the observed
structures at higher Reynolds numbers. In
this Reynolds number regime, excellent
agreement was found for statistical quanti-
ties such as the mean velocity and root mean
square velocity fluctuations between the ex-
perimental measurements and numerical

simulations of turbulent flow (figs. S6 to S8)
(19, 23, 24). For plane Couette and channel
flow, the exact traveling waves in the nu-
merical model already capture turbulence
statistics (17 ) remarkably well, which can
be seen as an indication of the intrinsic role
of the traveling wave states to the turbulent
flow.

Finally, we observed a C4 symmetric trav-
eling wave at Re � 3000 (Fig. 4).This wave
transient showed a periodic modulation sim-
ilar to that of a C4 symmetric wave over
several periods and allowed us to estimate its
wavelength (�SD) to (1.1 � 0.15) D. The
periodic modulation is most evident in the up
and down motion of the left low-speed streak
shown in Fig. 4A. The three figures show half
of one periodic cycle. The corresponding C4

traveling wave (Fig. 4B) has an optimal
wavelength of 0.97D, which is in excellent
agreement with the experimentally deter-
mined value. As in Fig. 2E, the central low-
speed region of the experimental traveling
wave is more pronounced than that of its
numerical counterpart.

The experimental observation of unstable
states can be rationalized by comparing the
characteristic time scales. The experimental
observation time is about 10D/U and the
largest unstable Lyapunov exponent is about
0.07, implying a characteristic time scale for
the decay of a traveling wave transient of
about 14D/U. Thus, if the experimentally ob-

served turbulent state is close to a three-
dimensional traveling wave at one instance,
the observation time is not long enough for it
to evolve far away.

In conclusion, signatures of unstable trav-
eling wave modes have been observed in
surprising clarity and agreement with numer-
ical studies (4, 5). Spatial features of these
wave states persist over large time intervals
in turbulent pipe flow. These insights into the
dynamics and symmetry of streaks open up
further avenues for application of turbulent
and chaos control (25, 26) strategies.

These observations support a theoretical
scenario in which the turbulent state is orga-
nized around a few dominant traveling
waves. Although such a proposal is in line
with dynamical systems ideas (27), there has
been no experimental or theoretical evidence
for its applicability to shear flow turbulence
before the present study. The observation of
the traveling wave states shows that concepts
from dynamical systems theory can contrib-
ute greatly to our understanding of turbu-
lence. Indeed, because unstable solutions
have been calculated for a variety of shear
flows (4–10), we speculate that these states
play a universal role in shear flow turbulence.
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Mesophase Structure-Mechanical
and Ionic Transport Correlations in
Extended Amphiphilic Dendrons

B.-K. Cho,1* A. Jain,1* S. M. Gruner,2 U. Wiesner1†

We have studied the self-assembly of amphiphilic dendrons extended with
linear polyethylene oxide (PEO) chains and their ion complexes. Keeping the
dendron core and linear PEO chain compatible allows for the combination of
dendritic core-shell and conventional block copolymer characteristics for com-
plexmesophase behavior. An unexpected sequence of crystalline lamellar, cubic
micellar (Pm3n), hexagonal columnar, continuous cubic (Ia3d), and lamellar
mesophases is observed. Multiple phase behavior within single compounds
allows for the study of charge transport and mechanical property correlations
as a function of structure. The results suggest an advanced molecular design
concept for the next generation of nanostructured materials in applications
involving charge transport.

The generation of supramolecular structures by
self-assembly of molecular building blocks has
become a powerful tool in designing enhanced
material properties (1, 2). Molecular engineer-
ing of the interface in microphase-separated
domains is believed to be a key to the precise
manipulation of supramolecular structures. To
this end, a variety of molecular building blocks
with rod (3), disk (4), and linear (5) type archi-
tecture have already been combined. Recently,
dendrimers and their segments, dendrons, have
fostered scientific interest as another class of
building blocks. They are attractive because
their particular shape introduces curved inter-
faces and because large numbers of functional
groups can be readily introduced into a single
molecule (6–8). Their unique structural features
might lead to phase behavior that is quite
different from that of conventional linear
building blocks (9). Indeed, the dendrimer/
dendron-periphery interface has been system-
atically controlled by either tethering differ-
ent generations or periphery groups (10–12),
and micellar structures with complicated lat-
tices have been found in benzyl ether–based
dendrons as a function of temperature (13,
14). Despite theoretical predictions of a rich
phase behavior (15), observed phases to date
reveal only lamellar, columnar, or micellar
packing. In particular, the existence of three-
dimensional (3D) cubic network structures

important for potential applications has not
been demonstrated.

Here we report on third-generation am-
phiphilic dendrons extended by linear poly-
ethylene oxide (PEO) chains synthesized as
described in (16). Although several mole-
cules with varying PEO molecular weights
were studied, we will focus on two com-
pounds, 1 and 2 (Fig. 1), which exhibit mul-
tiple phases that combine the behavior of
linear block copolymers with that of dendritic
systems. The mesophases were accessible
through temperature changes and include
crystalline lamellar (k1, k2), micellar (mc),
hexagonal columnar (hex), continuous cubic
(cc), lamellar (lam), and disordered (dis).
Molecular masses of compounds 1 and 2
were determined to be 4600 and 7500 g/mol
by matrix-assisted laser desorption ionization
time-of-flight (MALDI-TOF) mass spec-
trometry. Based on these molecular masses
and the density of each block, the hydrophilic
volume fractions ( f ) were calculated to be
0.41 and 0.62 for 1 and 2, respectively. Poly-
dispersities (Mw/Mn) from MALDI-TOF
mass spectrometry and gel permeation chro-
matography (GPC) were found to be less than
1.05. In contrast to most previous combina-
tions of coil-dendron systems, the interface of
these linearly extended dendrons is modeled
in the middle of the dendritic structure rather
than at the focal point (17–20). The hydro-
philic part is composed of linear PEO plus a
PEO-like dendritic core, whereas the hydro-
phobic fraction consists of eight docosyl pe-
ripheries (21, 22). In this way, structural fea-
tures of phase-separated dendritic core-shell
architectures are combined with the ability to

fine tune volume fractions through simple
linear chain extension. Furthermore, linear
and branched chain topologies are combined
within one domain of the microphase-sepa-
rated material.

Thermal behavior of compounds 1 and 2
was studied by differential scanning calorim-
etry (DSC) and transitions corroborated by
dynamic mechanical spectroscopy (DMS)
and temperature-dependent small-angle x-ray
scattering (SAXS). The results are summa-
rized in Table 1. DSC was run at a rate of
10°C/min, and transition temperatures were
determined at peak maxima. Isochronal tem-
perature step measurements at a frequency of
0.5 rad/s and shear amplitude in the linear
regime (�2%) were performed on an ad-
vanced rheometrics expansion system
(ARES) to identify the melting temperatures
of the docosyl peripheries, order-order tran-
sitions (OOTs), and order-disorder transitions
(ODTs). In DSC data, 1 and 2 show two
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Fig. 1. Molecular architecture of extended am-
phiphilic dendrons 1 and 2. Oxygen-containing
segments are shown in red. (Top) Schematics
of the type of molecular packing in different
mesophases along with the respective dimen-
sions consistent with SAXS data analyses and
molecular models (red, hydrophilic parts; gray,
hydrophobic parts). The schematics are meant
to illustrate aspects of the local packing behav-
ior only.
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distinct transitions corresponding to melting
of the linear PEO chains and docosyl periph-
eries. Upon further heating, both 1 and 2 form
ordered mesophases and subsequently disor-
dered liquids.

All ordered microstructures were charac-
terized using temperature-variable SAXS ex-
periments. A summary of measured distances
and corresponding indexation for each me-
sophase is given in Table 2. The extended
amphiphilic dendrons are all consistent with
lamellar structures in the crystalline states
(Fig. 2B). After PEO (12°C) and periphery
(63°C) melting and before isotropization, the
SAXS pattern of 1 shows a large number of
reflections (Fig. 2A). They can be indexed
consistently as a cubic structure with Pm3n
symmetry. After melting (45°C PEO, 63°C
periphery), 2 shows three distinct me-
sophases as a function of temperature before
isotropization. For the first mesophase, the
SAXS pattern shows five reflections, consis-
tent with a hexagonal mesophase (Fig. 2C).
As the temperature increases, two intense and
several weak reflections appear (Fig. 2D),
consistent with a cubic structure of Ia3d sym-
metry. Upon further heating, 2 displays two
reflections with a q-spacing ratio of 1:2.
Although only two peaks are seen, the equal
spacing between the peaks and the occur-
rence at relatively large angles are suggestive
of a lamellar mesophase (Fig. 2E).

Despite an intermediate hydrophilic vol-
ume fraction f � 0.41 of 1, the cubic me-
sophase with Pm3n symmetry is expected to
be a micellar structure (Fig. 3A). This is
consistent with the observation that 2, with
higher f � 0.62, shows a columnar me-
sophase after melting (Fig. 3C). In the micel-
lar mesophase, the hydrophilic parts occupy
the core encapsulated by the hydrophobic
peripheries, as expected from the inherent
interfacial curvature. Cubic structures with
Pm3n symmetry have been found in only a
few bulk systems with other molecular struc-

tures such as taper-shaped small amphiphiles
and cone-shaped dendrons (23–25), and have
recently been predicted for branched block
copolymer type systems (15).

Most notable, however, is the cubic me-
sophase with Ia3d symmetry at intermediate
temperatures of 2. In Fig. 3D, this symmetry
is represented by a gyroidlike continuous
structure, consistent with conductivity mea-
surements and theoretical predictions for
linear-branched block copolymers (15). In
contrast, dendrimers/dendrons have mostly
been shown to self-organize into columnar or
micellar structures due to their taper/cone-
shaped molecular architecture (24–27). Fur-
thermore, the mesophase sequence in which
the Ia3d phase is observed upon heating—
i.e., hexagonal, Ia3d, lamellar, disordered—is
quite unusual for block copolymers. It is not
readily understood in the context of simple
diblock copolymer phase diagrams (15, 28).
The sequence is likely due to a larger expansion
parallel to the interface as a function of temper-
ature of the linear PEO/branched (dendritic)
section of the molecules versus the hydropho-
bic docosyl section. The effect thus may be
explained by similar arguments governing
packing of surfactant molecules (Fig. 1) (29).

The linear viscoelastic properties of soft
materials are sensitive to morphology. Mea-
surements of the temperature dependence of
the elastic shear modulus (G�) with a dynam-
ic mechanical spectrometer are in good
agreement with the results of DSC and SAXS
studies. In Fig. 4A, after a large drop from the
crystalline lamellar phase, the cubic me-
sophase with Pm3n symmetry of 1 shows
high G� values (�106 Pa), which can be
attributed to the 3D cubic symmetry (30).
Upon heating into the disordered state, the
modulus drops precipitously. In the case of 2,
G� values nicely follow the transitions as
observed by DSC and/or SAXS and, after
melting, are highest for the intermediate Ia3d
cubic structure, which shows elastic behavior

similar to that of the Pm3n phase of 1 (Fig.
4B). Despite the lower temperatures, the hex-
agonal phase exhibits almost an order of
magnitude lower G� values. At higher tem-
peratures, values drop more than two orders
of magnitude into the lamellar phase, before
they finally plummet upon heating into the
disordered phase.

A powerful tool for elucidating structural
features like dimensionality and connectivity
is measuring the transport behavior within
one domain of the phase-separated material
(31, 32). To this end, we prepared ion-doped
extended amphiphilic dendrons 1-Li� and
2-Li�, adding lithium triflate salt that is se-
lectively soluble in the hydrophilic parts. To
ensure minimal deviations in volume fraction
from undoped 1 and 2, we chose Li� concen-
trations per ethylene oxide to be 0.02. The
transition temperatures of ion-doped materi-
als were first characterized by DSC, DMS,
and SAXS (Table 1). Whereas the melting
transitions, as observed by DSC, were essen-
tially unchanged, ion-doping stabilized the
mesophases, resulting in a high-temperature
shift of the transition temperatures (Fig. 4, A
and B). The stabilization of both the mc phase
of 1 and the hex phase of 2 by about 50°C can
be attributed to the increased interaction
parameter, �, upon doping with lithium salts.
It may also be due to the rigidifying of the
PEO chains upon Li� addition. Surprisingly,
for 2-Li� at temperatures above 170°C,
SAXS diffractograms are obtained that are
consistent with a cubic mesophase with Ia3d
symmetry (Fig. 2F). This is in marked con-
trast to the case of linear block copolymers
(33), in which even small amounts of polar
ions have been shown to force the system into
a stronger segregation regime, causing a
switch from an Ia3d bicontinuous cubic
phase to a hexagonal columnar mesophase.
The lamellar mesophase and isotropic liquid
phase of 2 are not reached because ion-doped
extended dendrons begin to degrade near
195°C, as observed by thermal gravimetric
analysis (34).

Ionic conductivity was measured with an
impedance analyzer in the frequency range of
101 to 106 Hz. Direct conductivity was ob-
tained by extrapolation to zero frequency
(35). In Fig. 4C, the changes in conductivity
as a function of temperature for ion-doped

Table 1. Phase behavior of 1, 2, 1-Li�, and 2-Li�.
k, crystalline; mc, micellar; hex, hexagonal colum-
nar; lam, lamellar; cc, continuous cubic; dis, disor-
dered; dec, decomposition.

Compound Phase transitions (°C)

1 k1 12 k2 63 mc 93 dis
2 k1 45 k2 63 hex 114 cc 190 lam 226 dis
1-Li� k1 16 k2 63 mc 139 dis
2-Li� k1 44 k2 63 hex 170 cc 195 dec0.04 0.08 0.12 0.16 0.04 0.08 0.12 0.16

A

C

E F

D
2, 207 °C

 2, 90 °C

q (Å-1) q (Å-1)

 1, 75 °C

I (
a.

 u
.)

B

 2, 50 °C

 2, 180 °C

2-Li+, 180 °C

Fig. 2. SAXS spectra for 1 (A),
2 (B to E), and 2-Li� (F) at
different temperatures plotted
against the scattering wave
vector, q (� 4�sin�/	). The
vertical dotted lines correspond
to the expected peaks for Pm3n
cubic (A), lamellar (B and E),
hexagonal columnar (C), and
Ia3d cubic (D and F) lattices.
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compounds 1-Li� and 2-Li� are in excellent
agreement with the temperature-dependent
behavior as observed by DSC (Table 1) and
DMS (Fig. 4, A and B). For 1-Li�, the most
interesting feature in the conductivity curve
occurs at the docosyl periphery melt transi-
tion where the conductivity drops from
4.6 
10�6 to 1.2 
10�9 S/cm. This large
reduction in the conductivity is consistent with
the interpretation of a 2D layer structure melt-
ing into a micellar structure in which hydrophil-
ic micelles are embedded in a hydrophobic
matrix (Fig. 3, A and B). Thus, lithium ions are
preferentially confined in micelles, preventing
fast long-range transport. The huge conductiv-
ity drop by more than three orders of magnitude
at the transition can potentially be used as a
supramolecular on-off switch. Indeed, the me-
chanical properties (G� � 106 Pa) of this mi-
cellar mesophase are sufficient to encourage
such an application (Fig. 4A). Interestingly, no
discontinuity is observed for 1-Li� upon dis-
ordering at 139°C. This is consistent with
recent studies of the order-disorder transition
(ODT) in sphere-forming diblock copolymer
melts, demonstrating that at the transition, the
long-range order (or lattice) of micelles dis-

appears whereas micelles persist up to much
higher temperatures (36, 37).

The most complex transport behavior is
found for 2-Li�, with four different conduc-
tivity regimes strongly correlated to the me-
sophase behavior of this compound. At the
first melting transition (PEO), conductivity
rises by one to two orders of magnitude,
whereas at the second (periphery melting), it
drops by about an order of magnitude, going
from a crystalline lamellar into the hexagonal
mesophase. At the onset of the Ia3d cubic
mesophase, it rises again by an order of mag-
nitude and finally reaches values of about
1.5 
 10�4 S/cm at the highest temperatures
measured. The observation of a distinct step
in conductivity upon PEO melting for 2-Li�,
which was not observed for 1-Li�, is consis-
tent with a substantially increased degree of
crystallinity for this compound due to the
longer PEO chains. All other transition be-
havior can be rationalized by assuming that
the hydrophilic parts responsible for ion
transport form cylinder cores in both the hex-
agonal and cubic mesophases, because the
conductivity in the present nonaligned micro-
structures is then expected to be roughly pro-
portional to the dimensionality of the struc-
ture (38). Following this argument, periphery
melting leads to a transition from a 2D lamel-
lar to a 1D hexagonal columnar phase, result-
ing in a sharp decrease in the ion conductiv-
ity. The transition into the cubic phase
increases the dimensionality to three, result-
ing in the highest conductivity values of
about 1.5 
 10�4 S/cm. This analysis also
reveals that the Ia3d cubic structure is con-
tinuous. We note that the present conductiv-
ity values of the cubic structure without mac-

roscopic orientation efforts are comparable to
those of aligned lamellar structures at similar
temperatures and lithium concentrations (39,
40). Furthermore, this mesophase shows out-
standing mechanical properties (G� � 106 Pa
for 2-Li�) as expected for a continuous struc-
ture (Fig. 4B), making it particularly attractive
for applications involving charge transport.

In conclusion, we have demonstrated that
the present extended amphiphilic dendrons
self-assemble into an unexpected sequence of
crystalline lamellar, Pm3n micellar cubic,
hexagonal columnar, Ia3d continuous cubic,
and lamellar mesophases as a function of
volume fraction and temperature. We re-
vealed local core-shell topologies by moni-
toring the ion conductivity of ion-doped
samples, which is strongly correlated to
mesophase behavior and mechanical proper-
ties. We were thus able to study charge trans-
port within a nanostructured material in
which the conducting medium is confined to
either micelles (zero-dimensional), cylinders
(1D), or lamellae (2D), or is a continuous
(3D) network throughout the entire macro-
scopic sample (Fig. 3). These results may

A B

C D

Fig. 3. Schematic illustration of supramolecular
architectures of self-assembled extended am-
phiphilic dendrons consistent with the various
lattice symmetries: Pm3n cubic (micelles) (A),
lamellar (2D layers) (B), hexagonal columnar
(1D cylinders) (C), and Ia3d continuous cubic
(3D network) (D) structures. The red-colored
parts represent the hydrophilic domains con-
sisting of PEO chains and dendritic cores in
which, for lithium-doped compounds, the ion
transport takes place.

Table 2. The measured distances (dmeas � 2�/q; see
Fig. 2 legend) and corresponding (hkl) indexation
data of the observed SAXS reflections for each
mesophase. dcalcd is the calculated distance based on
the lattice parameter of each structure. Depending
on the strength of the peak, the accuracy of mea-
surement is generally better than 0.5 Å.

hkl dmeas (Å) dcalcd (Å)

Pm3n cubic structure with lattice parameter
of 194.0 Å in Fig. 2A

110 137.2 137.2
200 97.0 97.0
210 86.8 86.8
211 79.2 79.2
220 69.0 68.7
310 61.5 61.4
320 53.7 53.8
321 51.9 51.9
400 48.5 48.5
420 43.4 43.4
421 42.3 42.3

2D hexagonal structure with lattice
parameter of 162.2 Å in Fig. 2C

100 140.5 140.5
110 81.1 81.1
200 70.1 70.3
210 53.1 53.1

Ia3d cubic structure with lattice
parameter of 324.4 Å in Fig. 2D

211 132.3 132.3
220 114.9 114.7
321 87.4 86.7
400 81.6 81.1
420 72.4 72.5
332 69.2 69.1

Lamellar structure with lattice
parameter of 119.2 Å in Fig. 2E

100 119.2 119.2
200 59.9 59.6
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Fig. 4. Elastic modulus G� (A and B) and ionic
conductivity (C) as a function of temperature
for extended amphiphilic dendrons 1 and 2 and
their ion-doped 1-Li� and 2-Li�. Mesophase
nomenclature is given in Table 1.
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have significant implications in areas where
charge transport in nanostructured materials
and devices is becoming increasingly impor-
tant, such as ion conductors, photovoltaics or
electroluminescence, for which the present
extended amphiphilic dendrons may provide
an advanced molecular design concept.
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DNA-Templated Organic
Synthesis and Selection of a

Library of Macrocycles
Zev J. Gartner, Brian N. Tse, Rozalina Grubina, Jeffrey B. Doyon,

Thomas M. Snyder, David R. Liu*

The translation of nucleic acid libraries into corresponding synthetic compounds
would enable selection and amplification principles to be applied to man-made
molecules. We used multistep DNA-templated organic synthesis to translate
libraries of DNA sequences, each containing three “codons,” into libraries of
sequence-programmed synthetic small-molecule macrocycles. The resulting
DNA-macrocycle conjugates were subjected to in vitro selections for protein
affinity. The identity of a single macrocycle possessing known target protein
affinity was inferred through the sequence of the amplified DNA template
surviving the selection. This work represents the translation, selection, and
amplification of libraries of nucleic acids encoding synthetic small molecules
rather than biological macromolecules.

Nature generates functional biological mole-
cules by subjecting libraries of nucleic acids
to iterated cycles of translation, selection,
amplification, and diversification (1–4).
Compared with analogous synthesis and
screening methods currently used to discover
synthetic molecules with desired properties,
these evolution-based approaches are attrac-
tive because of the much larger numbers of
molecules that can be simultaneously evalu-
ated, the minute quantities of material need-
ed, and the relatively modest infrastructure
requirements for library synthesis and pro-
cessing (1–4).

Despite these attractions, evolution-based
approaches can only be applied to molecules
that can be translated from amplifiable infor-
mation carriers. We previously described the
generality of DNA-templated organic synthe-
sis (DTS) and explored its potential for trans-
lating DNA sequences into corresponding
synthetic products by using DNA hybridiza-
tion to modulate the effective molarity of
DNA-linked reactants (5). DTS can generate
products unrelated in structure to the DNA
backbone in a sequence-specific manner (5,
6), does not require functional group ad-
jacency to proceed efficiently (5, 7), can
mediate sequence-programmed multistep
small-molecule synthesis (8), and can enable
reaction pathways that are difficult or impos-

sible to realize with the use of conventional
synthetic strategies (9).

These features of DTS raise the possi-
bility of translating single-solution libraries
of DNA sequences into corresponding li-
braries of synthetic small molecules conju-
gated to their respective templates. Because
each member of a DNA-templated synthet-
ic library is linked to an encoding nucleic
acid, these libraries are suitable for in vitro
selection (10), polymerase chain reaction
(PCR) amplification, and DNA sequence
characterization to reveal the identity of
synthetic library members possessing func-
tional properties (Fig. 1). Below, we de-
scribe the integration of these concepts into
the DNA-templated synthesis of a library of
macrocycles (Fig. 2A), the selection of this
pilot library for affinity to a target protein,
and the identification of a functional library
member through the amplification and
characterization of DNA sequences surviv-
ing the selection.

Although macrocycles can be challenging
targets for conventional synthesis (11), the
compatibility of DTS with nM reactant con-
centrations, aqueous solvents (12), and puri-
fication methods not available to convention-
al synthesis (8) suggested that macrocycle
synthesis might proceed efficiently in this
format. We subjected a 48-base DNA-linked
lysine derivative (1a, the “template,” analo-
gous to an mRNA during protein biosynthe-
sis) to three successive DNA-templated
amine acylation reactions (6) with building
blocks conjugated to DNA 10-mer or 12-mer
oligonucleotides (2a, 3a, or 4a, the “re-
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agents,” analogous to tRNAs) (Figs. 2B and
3). Each reagent oligonucleotide comple-
mented one of three unique coding regions in
the template sequence. The reagent oligonu-
cleotides were biotinylated to allow products
from each DNA-templated step (5a, 6a, and

7a) to be purified by capture with, and release
from, streptavidin-linked magnetic beads (8)
(Fig. 2, A and B). This direct selection for
bond formation facilitates multistep synthesis
by enabling the one-pot purification of prod-
ucts independent of their structure.

The diol group in the captured product of
the third DNA-templated reaction (7a) was
oxidatively cleaved with NaIO4 to reveal an
aldehyde. The phosphonium group was then
deprotonated by elevating the pH of the
buffer to 8.5, which induced Wittig olefina-
tion and macrocyclization. Because macrocy-
clization results in the cleavage of the reagent
oligonucleotide-product bond, the desired
macrocyclic fumaramide (8a) self-eluted in
pure form from the streptavidin-linked mag-
netic beads (Fig. 2, A and B). The generality
of this reaction was examined by assaying the
macrocyclization of 11 molecules related to
7a (fig. S1) (13). Macrocyclization was effi-
cient for a wide variety of precyclized struc-
tures (60 to 90% yields with no contaminat-
ing uncyclized material). Control reactions
lacking NaIO4 confirmed that the cyclization
reaction required the presence of an aldehyde
group (fig. S1) (13).

The progress of each DNA-templated step
during the transformation of 1a to 8a was
followed by denaturing polyacrylamide gel
electrophoresis (PAGE) (Fig. 2C) and by
matrix-assisted laser desorption/ionization–
time-of-flight (MALDI-TOF) mass spec-
trometry (Fig. 4A) after endonuclease-cata-
lyzed removal of all but seven nucleotides at
the 5� end of the template. The presence of

Fig. 1. Scheme for the translation, selection, and amplification of libraries of DNA templates
encoding synthetic small molecules. When the number of different possible library structures
approaches or exceeds the number generated, template diversification after selection can be added
to evolve the pool of synthetic molecules toward structures possessing desired properties. X is a
starting material common to all library members.

Fig. 2. (A) DNA-templated macrocycle library synthesis
scheme. R is NHCH3 where R is NHCH3 or tryptamine; Ar,
–(p-C6H4)–. The macrocyclization reaction is confirmed to
give predominantly trans alkene stereochemistry for one
library member (fig. S4) (13) but may give other outcomes
for different macrocyclic structures. (B) Template and reagents
used in the DNA-templated synthesis of 8a. (C) Denaturing
PAGE of each step in the DNA-templated synthesis of 8a. Lane
h is the product of a DNA-templated thiol addition to the
product shown in lane g, confirming the formation of the
fumaramide group during macrocyclization.
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the electrophilic fumaramide group in the
final product was confirmed by mass spec-
trometry and by its ability to accept a thiol
nucleophile during a DNA-templated conju-
gate addition (Figs. 2C and 4A). Macrocycle
8a (expected mass is 2908.8 daltons; ob-
served mass is 2910.4 � 6 daltons) was
synthesized with high purity in 1 to 5% over-
all yield for three DNA-templated steps, the
macrocyclization, and all associated purifica-
tions. To verify that the reaction conditions
do not induce epimerization of the amino
acid–derived chiral centers, we performed
large-scale amine acylation reactions of anal-
ogous non–DNA-linked substrates under
conditions that mimicked steps 1 to 3. The
stereochemical integrity of the resulting prod-
ucts was confirmed by comparison to authen-
tic diastereomeric standards (figs. S2 and S3)
(13). In addition, exposure of a non–DNA-
linked version of 7 to the above macrocy-
clization conditions provided the correspond-
ing macrocycle (a non–DNA-linked version
of 8) containing a predominantly trans alkene
(14) by nuclear magnetic resonance analysis
(figs. S4 and S5) (13).

In addition to the multistep DTS of one
synthetic small molecule, implementation
of the scheme in Fig. 1 requires that DTS
proceed in a sequence-specific manner in a
library format in which multiple templates
and multiple reagents are present in the
same solution. Although DNA-templated
reactions have been shown to be sequence-
specific (5, 9), library-format DTS to gen-

erate multistep small-molecule products
has not been previously achieved.

We chose unique template “codons” to
encode four or five reactants for each of the
three DNA-templated steps in the macrocycle
synthesis (13 codons total) (Fig. 3A). Each of
the 13 codons was assigned to encode a
different building block. The building blocks
were chosen to include diverse functional-
ities, stereochemistries, and backbone lengths
(Fig. 3A). Four different templates (1a to 1d)
(Fig. 3B), each containing three codons, were
prepared such that the maximum number of
12 different codons (complementing reagents
2a to 2d, 3a to 3d, and 4a to 4d) were
represented within the four templates. The
corresponding reagents, each consisting of an
amino acid building block conjugated
through the linkers shown in Fig. 2A to a
decoding DNA “anticodon,” were also pre-
pared (Fig. 3A).

We tested the sequence specificity of DTS
in the presence of multiple reagents by ex-
posing template 1a, 1b, 1c, or 1d separately
to a mixture of all step 1 reagents except the
reagent complementing the step 1 codon
present in each template. As a positive con-
trol, each of the four templates was also
separately reacted with its complementary
step 1 reagent. These two DNA-templated
reactions were repeated for each of the four
step 2 codons and for each of the four step 3
codons. In contrast with the positive control,
the reaction lacking the complementary re-
agent in all 12 cases did not generate signif-

icant product (Fig. 3C). These results indicate
that templates do not react with mismatched
reagents under the conditions in Fig. 2, even
in the absence of complementary reagents.

To examine the sequence specificity of
true library-format DNA-templated synthesis
involving multiple templates and multiple re-
agents in a single solution, we reacted tem-
plates 1a to 1d in one solution with the four
step 1 reagents (2a to 2d). After reagent-
linker cleavage (Fig. 2, A and C), the solution
containing the step 1 products was reacted
with the four step 2 reagents (3a to 3d), and
the resulting purified products were then re-
acted with the four step 3 reagents (4a to 4d)
before undergoing Wittig macrocyclization.

In all cases, the major products observed
by MALDI-TOF mass spectrometry after
each step consisted of all four of the
sequence-programmed products (Fig. 4B).
If the 12 reagents used to synthesize 8a to
8d reacted with templates randomly, rather
than in a sequence-programmed manner, up
to 64 different macrocycles would have
been synthesized rather than the exclusive
formation of the four observed products.
The faithful translation of four DNA tem-
plates (1a to 1d) into four sequence-
programmed macrocyclic fumaramides (8a
to 8d) indicates a one-to-one correspon-
dence between the DNA sequence that en-
ters the above process and the structure of
the resulting macrocycle.

After developing a robust multistep DNA-
templated macrocycle synthesis and establishing

Fig. 3. (A) Building blocks and anticodons used in reagents for
DNA-templated macrocycle library synthesis. The variable regions
within each anticodon are underlined. The NlaIII cleavage site
within template 1e is shown in lower case. (B) Representative DNA
templates used in macrocycle library synthesis. Templates 1a to 1e
(R is NHCH3 or tryptamine) collectively call for each of the
reagents in (A). (C) Denaturing PAGE analysis confirming the

sequence specificity of each template-reagent combination used in the macrocycle library synthesis. The listed template and reagent(s) were combined
under the conditions shown in Fig. 2A, and the reactions were analyzed before reagent-linker cleavage. Products appear as bands of higher molecular
weight above templates.
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the sequence specificity of library-format DNA-
templated reactions, we prepared a library of 65
templates (1) that contained all 64 possible com-
binations of the four codons at each coding
region and a 65th template (1e) that uniquely
contained a step 1 codon encoding a phenyl
sulfonamide building block (Fig. 3A). Because
carbonic anhydrase is known to bind phenyl
sulfonamides with high affinity [dissociation
constant Kd � �1 nM (15)], the macrocycle
encoded by the 65th template serves as a positive
control to evaluate the ability of a DNA-tem-
plated small molecule library to be selected in
vitro for target protein affinity (see below).

The single-solution library of 65 equimo-
lar DNA templates was translated into 65
corresponding macrocyclic fumaramides
through the scheme shown in Fig. 2A. Each
of the three coupling steps was executed in a
single solution containing all 65 templates

(typically 500 pmol total) and all five (step 1)
or four (steps 2 and 3) reagents as described
above. Denaturing PAGE analysis of each
library synthesis step indicated yields similar
to those of the single-template and four-
template cases. MALDI-TOF mass spectrom-
etry was used to observe the formation of the
four major step 1 small-molecule products
(all but the product encoded by 1e, which is
expected to be 16-fold less abundant than the
four major step 1 products). After step 2,
mass spectrum peaks consistent with the
presence of all mass-resolvable step 2 small-
molecule products were also observed (Fig. 4C).

After step 3 and macrocyclization, expo-
sure of the completed 65-member library to a
DNA-linked thiol reagent efficiently (84%
yield) converted the library to higher molec-
ular weight species. This result is consistent
with the formation of the fumaramide group

during the macrocyclization (Fig. 4D). Be-
ginning with 0.1 to 3 nmol of starting tem-
plate (1), the multistep DNA-templated
library synthesis described above provided
sufficient final product to undergo many in
vitro selections (10) for library members with
protein binding properties. Taken together,
these results represent the translation of a
library of DNA templates into a library of
corresponding synthetic molecules.

Each member of a DNA-templated syn-
thetic library of the type described in Fig. 1 is
associated with an amplifiable DNA strand
that not only encodes but has actually direct-
ed that molecule’s synthesis. DNA-templated
libraries, like libraries made by DNA display
(16), are conceptually analogous to genetical-
ly encoded protein libraries (2, 4) except that
the structures generated are not limited to
those that can be biosynthesized by the ribo-

Fig. 4. MALDI-TOF
mass spectrometric
analyses (M–H negative
ion mode) of (A) the
multistep DNA-tem-
plated synthesis of 8a
starting from 1a (R is
NHCH3), (B) the trans-
lation of four tem-
plates (1a to 1d; R is
tryptamine) into four
corresponding macro-
cycles (8a to 8d), and
(C) step two of the
translation of 65 tem-
plates (the 64 tem-
plates containing all
possible combinations
of codons complement-
ing 2a to 2d, 3a to 3d,
4a to 4d, plus template
1e) into 65 correspond-
ing macrocycles. (D)
Analysis of the DNA-
templated 65-member
macrocyclic fumar-
amide library by dena-
turing PAGE (lanes a to
c) and agarose gel elec-
trophoresis (lanes d to
g). Lane a, DNA-linked
thiol reagent comple-
menting the constant
5� region of all macro-
cycle template se-
quences; lane b, the 65-
member library of
template-linked macro-
cycles (8); lane c, the
library after DNA-
templated thiol addi-
tion, confirming the
presence of the fumar-
amide group formed
during macrocycliza-
tion; lane d,NlaIII diges-
tion of PCR-amplified
templates from the 65-member macrocycle library before selection; lanes e and f, NlaIII digestion of PCR-amplified templates from the 65-member
macrocycle library after one and two rounds of selection for carbonic anhydrase affinity, respectively; lane g, NlaIII digestion of authentic PCR-amplified
template 1e that directs the synthesis of 8e.
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some. Similar to nucleic acid–templated pro-
tein libraries, DNA-templated synthetic
libraries, in principle, can be selected for
desired properties such as target binding af-
finity or specificity (10).

To test this possibility, we subjected a
minute quantity (100 fmol) of the 65-member
DNA-templated macrocyclic fumaramide li-
brary to an in vitro selection for binding car-
bonic anhydrase, a well-studied protein (17).
Carbonic anhydrase was immobilized by reac-
tion with N-hydroxysuccinimide ester–linked
agarose beads, combined with 100 fmol of the
65-member macrocyclic fumaramide library,
and washed with buffer. Bound molecules were
eluted and subjected to a second iteration of
the selection. The DNA templates encoding
macrocycles surviving each round of selec-
tion were amplified by PCR and digested
with the restriction endonuclease NlaIII. The
65th template (1e) uniquely contains a 5�-
CATG-3� sequence in the coding region of
the phenyl sulfonamide building block that is
cleaved by NlaIII (Fig. 3B).

Before selection for binding to carbonic
anhydrase, NlaIII digestion reveals that the
templates from the macrocycle library do not
contain a noticeable representation of tem-
plate 1e, as expected because the library con-
sists predominantly of other templates. Each
selection for binding to carbonic anhydrase
successively enriches the template pool for
the sequence in 1e, such that after two selec-
tions the pool predominantly contains the
sequence encoding the phenyl sulfonamide–
containing macrocycle (8e) (Fig. 4D). We
therefore conclude that a single member of
the 65-member DNA-templated macrocycle
library was efficiently selected for carbonic
anhydrase binding activity.

Macrocycles of the general structure 8 are
promising compounds for perturbing the ac-
tivity of biologically important proteases (18)
because of their partial peptidic and confor-
mationally constrained nature. In addition,
the electrophilic fumaramide group can cap-
ture proximal nucleophiles (Figs. 2C and 4D)
such as those present in protease active sites.
On the basis of the above findings, efforts to
generate and select DNA-templated synthetic
libraries of high complexity and structural
diversity are under way in our laboratory.
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Hydrophobic Collapse in
Multidomain Protein Folding
Ruhong Zhou,1,2* Xuhui Huang,2 Claudio J. Margulis,2

Bruce J. Berne1,2*

We performed molecular dynamics simulations of the collapse of a two-domain
protein, the BphC enzyme, into a globular structure to examine how water mol-
ecules mediate hydrophobic collapse of proteins. In the interdomain region, liquid
waterpersistswithadensity10 to15%lower than in thebulk, evenat small domain
separations.Water depletionandhydrophobic collapseoccur onananosecond time
scale, which is two orders of magnitude slower than that found in the collapse of
idealized paraffin-like plates. When the electrostatic protein-water forces are
turned off, a dewetting transition occurs in the interdomain region and the collapse
speeds up by more than an order of magnitude. When attractive van der Waals
forces are turned off as well, the dewetting in the interdomain region is more
profound, and the collapse is even faster.

In the folding of globular proteins, it is often
useful to picture the hydrophobic residues as
being driven together by the action of water,
in much the same way as droplets of oil
would be driven together in water (1–4), but
the presence of both a polar backbone and
polar hydrophilic side chains complicates this
picture. Most of our current understanding of
hydrophobic collapse springs from studies on
simple solutes (1–3, 5–18) or of model hy-
drophobic chains (19–22). The role of the
hydrophobic interaction in the folding of pep-
tide chains in water is unfortunately a com-
plex problem. We have chosen to study a
structurally simpler problem, the collapse of
two-domain proteins, where the starting point
is the already folded domains.

In a two-domain protein folding, we can
probe the hydrophobic collapse and possible

dewetting in the interdomain region when the
two complementary domain surfaces (largely
hydrophobic) approach each other. The rela-
tive stability of each individual domain and
the comparable surface area of the interfacial
region also make two-domain protein folding
somewhat comparable to the previously stud-
ied collapse of idealized paraffin-like plates
(3). Furthermore, by turning off various por-
tions of the protein-water interaction, we can
better understand the important features of
collapse present in the case of proteins, but
perhaps not in the collapse of paraffin-like
plates or the aggregation of oil droplets.

We simulated, by molecular dynamics
(MD), the hydrophobic interaction between
the domains of a two-domain protein, the
BphC enzyme (1dhy), which functions in
degrading toxic polychorinated biphenyls.
One focus is on how the water molecules
behave in the interdomain region when the
multidomain protein folds (or collapses) into
its final shape, after each individual domain
has been formed, and how this behavior
changes in response to changes in the protein-
water interaction. The MD simulations were
carried out with an all-atom model of both the
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protein and water. We then omitted various
components of the protein-water interaction
potential in further simulations to better un-
derstand the solvent-solute response.

The two-domain protein, BphC enzyme of
KKS102 (1dhy.pdb) (Fig. 1), was selected on
the basis of a recent study of the spatial
hydrophobicity profiling (23) on all multido-
main proteins in the Protein Data Bank
(PDB). The hydrophobicity profiling analysis
shows that this two-domain protein has large
hydrophobic surface areas on the domain
boundary, and it is one of the best such
proteins in terms of the first-order hydropho-
bic moment or hydrophobic dipole reorienta-
tion (23). The BphC enzyme is an oligomeric
enzyme made up of eight identical subunits,
each with 292 amino acid residues. Each
subunit consists of two domains: domain 1
(residues 1 to 135) and domain 2 (residues
136 to 292). In the current study, only one
subunit (1dhy.pdb) is included, and we refer
to it as a two-domain protein. The focus is on
the interdomain region of the protein during
folding; the details of the simulation are giv-
en in (24–27).

For each configuration, three different
types of simulations were performed: (i) a
“dewetting” simulation started with wet ini-
tial conditions (water molecules in the inter-
domain gap region), and with protein atoms
constrained but water and ions free to move;
(ii) a “wetting” simulation started with dry
initial condition (no water molecules in the
interdomain gap), and with protein con-
strained but water and ions free to move; and
(iii) a “folding” simulation, i.e., normal fold-
ing simulation with everything flexible. In
both the dewetting and wetting simulations,
the protein atoms are constrained with a har-
monic potential with a force constant of 1000
kJ mol–1 Å–2.

For the wetting simulation, the water mol-
ecules between the two domains are removed
after equilibration with a simple criterion,
d1 � d2 � D � �, where d1 and d2 are the
distances of a water oxygen atom to each of
the two-domain boundary surface atoms, re-
spectively; D is the domain displacement dis-
tance defined in (24); and � is set equal to 2.5
Å to account for the average sum of two
surface-atom radii. This approach allows us
to estimate the gap volume as the number of
removed water molecules divided by the bulk
water number density. Knowing this volume,
we can then estimate the water density in this
gap as a function of time by counting the
number of molecules inside the gap.

For all of the above simulations, at each
gap distance D, 5-ns constant pressure and
temperature (NPT) runs are performed for
data collection. Simulations are done for the
full protein-water interaction and full
domain-domain interaction and for a variety
of cases where electrostatic and van der

Waals attractive parts (r–6 term) of the
protein-water and domain-domain interac-
tions were turned on or off, as defined below.

Each trajectory from the 5-ns NPT runs
for various gap distances D were analyzed in
detail. The snapshots from one such dewet-
ting simulation with an initial interdomain
gap distance (28) of 4 Å are shown in Fig. 2A
(top). The number of water molecules inside
the interdomain region decreases slowly with
time but never approaches zero as in the case
of idealized paraffin-like plates (3). It instead
converges to a roughly constant number after
about 500 ps. The water density decreased
from 1.00 g cm–3 to about 0.86 � 0.04 g cm–3

in about 500 ps for D � 4 Å (Fig. 2A,
bottom). Even for very small gap distances,
such as 2.5 Å, which can barely contain one
layer of water molecules inside the interdo-
main region, no complete dewetting, or
strong dewetting transition (SDT), was ob-
served. For larger gap distances, as expected,
dewetting was not observed, and the water
density inside the gap region approached
1.0 g cm–3 for the gap distances D � 6.0 Å.

Snapshots from the wetting simulation
started from the dry initial condition, again
with the interdomain gap distance of D � 4 Å

(Fig. 2A, middle), show that the number of
water molecules inside the interdomain gap
increases very quickly in the first few tens of
picoseconds and then slowly increases until it
converges after about 400 to 500 ps. The final
number of the water molecules inside the gap,
and thus the water density, agrees very well
with the dewetting simulation above, as
shown in Fig. 2A (bottom). The converged
water density (29) is about 14% lower than
the bulk density. Thus, no hysteresis is ob-
served: It appears that thermodynamic equi-
librium has been achieved in both simulations
after about 500 ps. Because there are eight
Na� ions in the simulation (to neutralize the
system), it is interesting to see if they played
a role in the water depletion as a result of
osmotic effects. We added 20 more Na� and
20 Cl– (�0.15 M) in the simulation and
found no meaningful change in the water
density in the interdomain gap; thus, it seems
that the water depletion is mainly due to the
hydrophobic effect, not to an osmotic effect.

To see whether there is local water deple-
tion in the neighborhood of the hydrophobic
surfaces of the isolated domains of BphC, as
would be expected from recent work on the
equivalent of “oil droplets,” where this deple-

Fig. 1. The two-domain protein
BphC enzyme (1dhy.pdb) under
study. (A) The molecular surface of
the folded complex (the domain in-
terfaces are buried), with hydropho-
bic residues (I, F, V, M, W, C, and Y)
colored by blue, strong hydrophilic
residues (K, D, E, R, Q, and N) by red,
and weak hydrophilic residues by
pink (32). (B) The two domains are
separated and rotated such that the
interface areas are facing the reader. Large hydrophobic surface areas can be seen on the
domain boundary. (C) The two domains are separated along the line of the two domain centers
so that the interface can be seen. (D) Solvated protein system in water, with the interdomain
gap distance D � 6 Å.
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tion gives rise to a vapor layer a few water
molecules thick (1, 2), each domain is solvat-
ed in water alone and a 2-ns NPT simulation
is run after a normal 100-ps equilibration. No
meaningful vapor layer was found in either of
the two single domains of BphC. This result
is not unexpected, because the electrostatic
and dispersion attractions in the protein-water
interactions should not only “pull” the water
interface closer to the surface of the protein
but also damp out the capillarity waves, two
effects contributing to the disappearance of a
vapor layer.

To investigate the time scale and kinetics
for dewetting in the hydrophobic collapse of
BphC, we initially set the interdomain gap
distance D � 6 Å. In a 5-ns NPT simulation,
D consistently decreases as water molecules
leave the intervening region. After about 1.5
ns, the decrease slows because the final re-
sidual water molecules are becoming harder
to expel. Some of them are deeply buried in
the hydrophobic cavities between the two
domains, which makes them more difficult to
escape because most possible escape path-
ways are blocked. After about 5 ns, only a
few water molecules are still left in the inter-
domain region. During the entire 5-ns folding
simulation, the two individual domains stay
folded, with backbone root mean square
displacement from the starting native struc-
tures less than 2.0 to 2.5 Å and the fluctu-
ations in the radius of gyration less than 0.5
Å for each domain. The dynamics of the
interdomain collapse are shown in Fig. 3B.
The two domains approach each other fast-
er in the first nanosecond and then slow
down considerably when D decreases to
about 1.2 Å. Consistent with the dewetting

and wetting simulations discussed above,
no SDT is observed.

The collapse of BphC is much different
from the collapse of idealized paraffin-like
plates (3). The observed kinetics of hydro-
phobic collapse of two hydrophobic plates is
characterized by two temporal regimes (Fig.
3A). Initially, the distant plates diffuse to-
ward each other, with water filling the region
between them, until they reach a critical sep-
aration; then a drying transition takes place
that is equivalent to a liquid-gas phase tran-
sition of the confined liquid. The two plates
are then driven quickly together, so there are
two kinetic regimes. The equivalent collapse
of the two-domain protein BphC enzyme
(Fig. 3B) showed no two-speed collapse, and
the actual speed is two orders of magnitude
slower than that found in the idealized
paraffin-like plates.

Why do these two systems behave so
differently? To better understand the ob-
served differences in the dewetting and col-
lapse of idealized paraffin-like plates and of
the two-domain protein, we turn off different
parts of the protein-water and domain-
domain interactions. We designate three dif-
ferent ways for turning interactions off. In
“Turnoff1,” we turn off protein-water elec-
trostatic interactions. In “Turnoff2,” we also
turn off protein-water van der Waals attrac-
tions (r–6 term). In “Turnoff3,” we addition-
ally turn off domain-domain electrostatic and
van der Waals attractive interactions. The
snapshots for dewetting and wetting simula-
tions are shown in Fig. 2 for both Turnoff1
(Fig. 2B) and Turnoff2 (Fig. 2C). (Because
domains are constrained in space in both
dewetting and wetting simulations, the Turn-

off3 option does not apply here.) The water
density drops (Fig. 2B, bottom) to approxi-
mately 0.3 g cm–3 in the Turnoff1 case. These
remaining water molecules are at the edge of
the interdomain gap region, leaving the cen-
ter area empty. The water density drops fur-
ther to essentially zero in the Turnoff2 case
(Fig. 2C, bottom). Thus, for these last two
cases, an SDT is found, even though the
protein domain surfaces are rough (30). A
dewetting critical distance (3) of 7 to 9 Å and
18 to 20 Å are found, respectively, for the
Turnoff1 and Turnoff2 cases. The critical
distance increases greatly when the protein-
water van der Waals attraction is turned off.
The critical distance for the Turnoff2 case
agrees very well with the results for the ide-
alized paraffin-like plates (3), which indi-
cates that the extent of dewetting in Turnoff2
resembles that of the hydrophobic plates de-
spite its rough hydrophobic surfaces.

The water depletion around isolated single
domains is also very sensitive to turning off
parts of the interaction (31). With the full
potential, no depletion was observed. With
protein-water electrostatic interactions turned
off (Turnoff1), the water depletion extends to
5 to 6 Å, with an average water density
approximately 10% lower than the bulk. With
the van der Waals attractions also turned off
(Turnoff2), the water depletion extends to
about 8 Å, with an average water density
approximately 30% lower than the bulk. In-
terestingly, two recent experiments (6, 9, 10)
have also found about a 10% water density
decrease near hydrophobic surfaces. Steitz et
al. (9), studying D2O in contact with deuter-
ated polystyrene in neutron reflectivity exper-
iments, found a 6 to 12% density decrease in

Fig. 2. (A) Snapshots of water con-
figurations inside the domain gap
region started from both the initial
wet condition (top) and the initial
dry condition (middle) for D � 4 Å.
(To provide a better view, only the
water molecules inside the gap re-
gion are shown.) The corresponding
water densities inside the gap re-
gion are also shown for both cases
versus time (bottom). This is for a
simulation with full force-field in-
teractions. (B) Same as (A), except
that the protein-water electrostatic
interactions are turned off. (C)
Same as (A), except that both the
protein-water electrostatic interac-
tions and the van der Waals attrac-
tive interactions are turned off.
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a depletion layer of roughly 20 Å. Jensen et
al. (10) used x-ray reflectivity to study water
in contact with paraffin and found a 10%
density decrease in a depletion layer of no
more than 15 Å. Thus, the water depletion for
Turnoff1 is similar to the results found in
these experiments but does not extend as far
out from the hydrophobic surface. The reor-
ganization of water around simple but suffi-
ciently large hydrophobic solutes with
concomitant depletion was also anticipated
theoretically (1, 2, 4).

The folding kinetics for different turnoff
schemes are shown in Fig. 3C. The snapshots
of protein-water configurations are shown
only for the Turnoff2 case, whereas the time
evolution of D is shown for all three cases.
The folding (and drying) time decreases by a
factor of 10 in Turnoff1, from about 1500 ps

to 150 ps. It further decreases to about 25 ps
in Turnoff2, which is comparable to the time
scale in idealized paraffin-like plate collapse.
Interestingly, Turnoff3 increases the drying
time slightly compared with Turnoff2 be-
cause of the net van der Waals (r–12) repul-
sion between the two domains (note the
slightly larger equilibrated gap distance), but
both are comparable to the idealized hydro-
phobic plates. This much faster speed can
also be seen from the time scales required to
reach equilibrium in the dewetting and wet-
ting simulations in Fig. 2. These results indi-
cate that turning off protein-water electrostat-
ic interactions can dramatically speed up the
drying kinetics, which is further accelerated
by turning off the van der Waals attractions.
Thus, by removing the protein-water attrac-
tive interactions, the dewetting and collapse

resemble what was previously seen in ideal-
ized paraffin-like plates, with respect to both
the extent of dewetting and the speed of
hydrophobic collapse, despite the protein’s
having much rougher hydrophobic surfaces
than the idealized plates. We found that the
kinetics of collapse is more affected by the
electrostatic interactions, whereas the critical
distance Dc of dewetting is more affected by
the van der Waals attractions.

Finally, as mentioned above, for idealized
paraffin-like plates that do not attract each
other or water, the plates diffuse toward each
other until they reach a critical separation,
upon which a large-scale drying transition
takes place, followed by a rapid collapse, i.e.,
a two-speed–like collapse. However, even in
the collapse of the two domains in Turnoff3,
which supposedly mimics the idealized
plates, we do not observe this two-speed–like
collapse, partly because the two protein do-
mains have a linker (loop) between them that
constrains the speed at which the domains
can collapse even in the absence of water and
also limits the pathways through which water
can flow.

One lesson learned from our simulations
is that models found useful for describing the
dewetting and collapse of aggregation of oil
drop–like particles, although useful for un-
derstanding the collapse of simple hydro-
phobes, cannot, in their present form, account
for the behavior observed in the simulation of
the collapse of BphC. These simple models
would predict that as the two domains ap-
proach each other, when they get closer than
some critical distance, there would be a sud-
den drying transition in the interdomain re-
gion (much like what would happen in a
gas-liquid phase transition), followed by a
rapid collapse of the two domains. This be-
havior is not seen in our two-domain protein,
and we believe that it will not be seen in other
multidomain proteins either. We find that the
degree of dewetting depends critically on the
strength of the solute-solvent electrostatic in-
teractions, which apparently are large enough
in proteins to make the simple models of
hydrophobic dewetting and collapse inappli-
cable in their present form. It is of consider-
able interest to devise experiments to test our
above predictions for multidomain proteins
or protein aggregates.
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Climate Impact on Plankton
Ecosystems in the Northeast

Atlantic
Anthony J. Richardson1* and David S. Schoeman2

It is now widely accepted that global warming is occurring, yet its effects on
the world’s largest ecosystem, the marine pelagic realm, are largely unknown.
We show that sea surface warming in the Northeast Atlantic is accompanied
by increasing phytoplankton abundance in cooler regions and decreasing phy-
toplankton abundance in warmer regions. This impact propagates up the food
web (bottom-up control) through copepod herbivores to zooplankton carni-
vores because of tight trophic coupling. Future warming is therefore likely to
alter the spatial distribution of primary and secondary pelagic production,
affecting ecosystem services and placing additional stress on already-depleted
fish and mammal populations.

Not only do plankton provide food for marine
mammals and commercially important fish,
they also play a fundamental role in the func-
tioning of marine ecosystems by providing
half the global primary production (1) and
contributing substantially to biogeochemical
cycling (2). How global climate change
might affect biological communities such as
marine plankton is therefore a matter for
concern (3). There is evidence of climate-
mediated biogeographical shifts among some
groups of marine plankton such as the cal-
anoid copepods (4 ), but the overall re-
sponse of phytoplankton and zooplankton
communities, which is likely to depend on
the form and strength of the linkages be-
tween successive trophic levels, is not
known. Until we understand these process-
es, we will not know how resilient such
food webs are to global-scale impacts, such
as climate change, eutrophication, pollu-
tion, or over-fishing, and it will be difficult
to manage marine resources sustainably.

To predict the response of the base of the
marine food web to climate change, we need
a better understanding of the type and degree

of coupling between trophic levels in marine
systems. Complex biological systems are
generally controlled by their top predators
through top-down control, by their producers
through bottom-up control, or by a number of
key species in the middle through wasp-waist
control (5). For the plankton ecosystem with-
in the marine pelagic realm, there is currently
conflicting evidence on when these types of
control operate, and on what scales. Some
workers suggest tight bottom-up coupling of
plankton trophic levels (2, 6, 7), whereas
others conclude that strong top-down control
(8) or weak coupling (9, 10) is operative.

Complicating the identification of pro-
cesses underpinning marine food web dy-
namics is a range of methodological limita-
tions: time series of biotic variables tend to be
short; spatial coverage of most studies is
restricted to point sampling; and syntheses
often attempt to combine results from studies
with very different field and analytical ap-
proaches. We overcome such problems by
using 115,322 samples taken by the Contin-
uous Plankton Recorder (CPR) survey in the
Northeast Atlantic between 1958 and 2002.
These samples have been collected, pro-
cessed, and analyzed in a consistent manner,
yielding reliable time series for �400 taxa
(11) and providing a unique opportunity to
investigate planktonic ecology over decadal
and ocean basin scales. Using these data, we
construct a conceptual pelagic food web
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comprising phytoplankton (diatoms and
dinoflagellates), copepod herbivores, and
zooplankton carnivores (see supporting on-
line text for taxonomic membership of func-
tional groups). Because we are interested in
ecosystem responses, rather than local or
taxon-specific responses as in many previous
studies (5, 8, 12, 13), we calculate the total
abundance (11) of all species sampled within
each of these functional groups (14). We use
mean annual sea surface temperature (SST;
HadISST Version 1.1 from Hadley Centre,
UK Met Office) as an environmental proxy
because it is an important manifestation of
climate change (4), it is associated with
changes in phytoplankton community struc-
ture (15), and it is available over the time and
space scales necessary for this study (16).

Because of the difficulty of testing hy-
potheses in the global oceans by conducting
in situ manipulative experiments at the scale
of the present study, conclusive cause-and-
effect evidence of underlying mechanisms is
not possible. The comparative approach is
often useful in such situations, and we use
this method to test ideas concerning the im-
pact of climate change on the plankton com-
munity and also to investigate the form and
strength of trophic linkages (relationships be-
tween functional feeding groups that are ad-
jacent to one another in the conceptual food
web) within the plankton. This is achieved by
partitioning the Northeast Atlantic into re-
gions based on “standard boxes” used in the
survey (Fig. 1). Within these regions we cal-
culate annual mean SST and abundance time
series for each trophic level (17) to minimize
temporal autocorrelation associated with
strong seasonality. We then correlate time
series of annual means from different trophic

levels. Strong bottom-up control should re-
sult in a positive correlation between predator
and prey, strong top-down control should
result in a negative correlation between pred-
ator and prey, and strong climate control at
any level within the food web should result in
significant correlations between abundance
within a trophic level and some environmen-
tal (here SST) variable (13). To identify gen-
eral patterns, we then use a random-effects
meta-analysis (13) to combine individual cor-
relation coefficients across our study domain.
We focus on the 20 regions in the Northeast
Atlantic that have sufficient data (20 or more
years) (Fig. 1) to estimate the temporal auto-
correlation functions that are required for ad-
justing effective degrees of freedom using the
modified Chelton Method (18, 19). To mini-
mize potential effects of spatial autocorrela-
tion, we also perform a meta-analysis on a
subset of nine noncontiguous regions (A1,
A6, B2, C3, C5, D1, D3, E5, and F4—this is
the largest possible number of noncontiguous
regions that has the longest overall time se-
ries). Examination of patterns of covariation
in environmental and trophic relationships in
pairwise combinations of these nine noncon-
tiguous regions (supporting online text) con-
firms that their spatial separation allows them
to be regarded as replicates.

Correlations between phytoplankton abun-
dance and SST for each of the 20 regions that
have sufficient data for analysis are shown in
Fig. 2A. We set � at 0.01 for all analyses to
ameliorate the effects of multiple hypothesis
tests, so correlations are significant when the
99% confidence intervals do not overlap zero.
There is no consistent pattern in the sign of the
correlations over the regions, and only two of
the individual correlation coefficients are sig-

nificant. Furthermore, neither the meta-analysis
for all regions [rAll � 0.12, Z � 1.94, not
significant (n.s.)] nor that for the subset of nine
noncontiguous regions (rSubset � 0.06, Z �
0.60, n.s.) is significant, suggesting no overall
linear relation.

The possibility remains, however, that al-
though the relation between phytoplankton
abundance and SST is not consistent through-
out the study domain, its strength neverthe-
less varies in a predictable way (13, 20). To
examine this hypothesis, we plot the phyto-
plankton abundance–SST correlation against
mean SST for each region (Fig. 2B) and find
a strong negative relation for all areas (r �
�0.61, P � 0.01, n � 20) as well as for the
subset of noncontiguous areas (r � �0.81,
P � 0.01, n � 9). These results imply that the
abundance of phytoplankton increases as SST
warms in cooler waters of the Northeast At-
lantic, but that it decreases as SST increases
in warmer waters.

This complex response of phytoplankton
abundance to SST probably arises because tem-
perature not only affects biota directly, but also
acts as a useful proxy for other physical pro-
cesses regulating the size structure, taxonomic
composition, and abundance of phytoplankton
communities (15, 21). For instance, seasonal
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and regional changes in vertical stratification
and nutrients are often associated with changes
in SST (22, 23). In the Northeast Atlantic, there
is also a strong relation between winds and
SST, particularly westerly winds (24) that are
important for mixing and stratification, a likely
consequence of the large-scale atmospheric
forcing by the North Atlantic Oscillation
(NAO) (25).

The regions in this study generally fall into
two turbulence–nutrient regimes associated
with temperature (15), namely, turbulent–nutri-
ent–rich cool waters (left side of Fig. 2B) and
stratified–nutrient-poor warm waters (right side
of Fig. 2B). In cooler waters with relatively
strong turbulence and plentiful nutrients, it is
likely that warming will boost phytoplankton
metabolic rates as well as increase stratifica-
tion, both processes leading to increased phy-
toplankton abundance (21). In warmer, more
stratified waters with limited nutrients, it is
likely that warming may reduce total phyto-
plankton abundance (at least of large cells),
because increased heating can enhance exist-
ing stratification (2), reducing the availa-
bility of nutrients to phytoplankton and lead-
ing to a microbial-dominated community
(26). This inverse linear relation between the
response of phytoplankton abundance to SST
and mean regional SST may therefore hold
for large areas of the open ocean and conti-
nental shelf.

This does not discount the existence of
other oceanographic processes in areas where
factors such as salinity can play a dominant
role in controlling water-column stability

(15). Examples include areas close inshore
where stability is influenced by riverine run-
off (stratified–nutrient rich), and polar re-
gions where stability is controlled predomi-
nantly by ice melt (turbulent–nutrient poor/
high nitrate). However, such areas make up
only a tiny fraction of the temperate marine
pelagic environment and are not well sam-
pled by the CPR survey, thereby effectively
excluding them from our analysis.

To determine whether the climate signal
propagates up the plankton food web (bot-
tom-up) or whether grazing by herbivores
may impact phytoplankton abundance (top-
down), we investigate the link between the
abundances of copepod herbivores and their
phytoplankton prey. All but one linkage is
positive, although most of the correlations are
not significant individually (Fig. 3A). The
meta-analysis of all regions nevertheless in-
dicates that the overall relation between the
abundances of herbivorous copepods and
phytoplankton is positive and highly signifi-
cant (rAll � 0.27, Z � 6.41, P � 0.0001),
with the analysis of the noncontiguous re-
gions verifying this result (rSubset � 0.25,
Z � 3.54, P � 0.001). These positive corre-
lations are unlikely to be a consequence of
both trophic levels responding directly to
SST, because there was no significant rela-
tion between copepod herbivore abundance
and SST (rAll � �0.04, Z � �0.65, n.s.;
rSubset� 0.06, Z � 0.60, n.s.). These relation-
ships are therefore likely to result from con-
sistent bottom-up control of herbivorous
copepods by their phytoplankton prey, al-
though the relatively small correlation coef-
ficients suggest that other factors such as
disparities in P/B (production/biomass) ratios
between predators and their prey might also
be important in this link.

To assess whether the signal propagates as
far as secondary consumers, we investigated
the link between abundances of zooplankton
carnivores and their copepod herbivore prey
(Fig. 3B). All correlations are strongly
positive and all but one are individually sig-
nificant. The meta-analysis of all regions
confirms that there is a very strong and sig-
nificant positive relation between abundances
of secondary consumers and herbivorous
copepods (rAll � 0.72, Z � 11.92, P �
0.0001), with the analysis of noncontiguous
regions supporting this conclusion (rSubset �
0.79, Z � 10.10, P � 0.0001). These strong
positive correlations are unlikely to be a con-
sequence of both trophic levels responding
directly to SST, because there was no signif-
icant relation between carnivorous zooplank-
ton abundance and SST (rAll � 0.11, Z �
1.63, n.s.; rSubset � 0.12, Z � 0.88, n.s.). These
results suggest that there is close and consistent
bottom-up control of carnivorous zooplankton
by their herbivorous copepod prey.

By investigating the linkages in the plank-

ton food web at large time and space scales
that subsume local variation, meaningful pat-
terns are revealed (21). The magnitude, to-
gether with the consistency in form, of the
linkages from phytoplankton through cope-
pod herbivores to zooplankton carnivores
provides strong support for dominant bottom-
up control within the plankton community in
the Northeast Atlantic over the time (de-
cades) and space (ten thousands of km2)
scales of the present study. This contrasts
with recent meta-analyses (9, 10), which con-
clude that linkages within the marine plank-
ton community tend to be weak or inconsis-
tent across trophic levels. The strengths of
our study, and hence the value of our results,
include its wide spatial and temporal scales,
the incorporation of a broad taxonomic diver-
sity in each trophic level, and the uniform
sampling methodology through time for all
plankton in the different regions.

The present findings suggest a possible
mechanism underlying some previously ob-
served relationships between fish ecology
and climate. For example, recent work has
shown that warmer temperatures in north-
ern areas of the Northeast Atlantic support
good cod recruitment, whereas warmer
temperatures in areas to the south are det-
rimental to cod recruitment (27 ). More-
over, relationships between the NAO and
many fish stocks in the Northeast Atlantic
(28) may be a consequence of the impact of
the NAO on local conditions, such as tem-
perature (24), which then may propagate up
the plankton food web.

The tight coupling between the plankton
trophic levels in marine pelagic ecosystems
over the large time and space scales shown in
this study should aid prediction of impacts of
future climate change on marine food webs.
Over the study period (1958 to 2002), we
observed a slight cooling of 0.1°C in some
northern areas, but a substantial warming of
0.5°C in the southern regions. Ocean temper-
atures are likely to be further affected by
anthropogenic climate change; the Intergov-
ernmental Panel on Climate Change predicts
a rise in temperature of between 2° and 4°C
in the northeast Atlantic by 2100, with great-
er increases in the north than in the south
(29). Our findings suggest that any effects of
such climate change will have an impact on
phytoplankton, copepod herbivores, and zoo-
plankton carnivores, thereby affecting eco-
system services, such as oxygen production,
carbon sequestration, and biogeochemical cy-
cling. Although the direct consequences of
these changes for fisheries are not clear, it
seems inevitable that fish, seabirds, and
marine mammals will need to adapt to a
changing spatial distribution of primary and
secondary production within pelagic marine
ecosystems. Given the scales at which our
analyses were conducted and the consistency
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of our results, it is reasonable to expect that
our findings may generalize to other mid-
latitude marine pelagic ecosystems. Under
such a scenario, impacts will undoubtedly be
felt not only in the oceans, but also in terres-
trial ecosystems globally.
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Methanobactin, a
Copper-Acquisition Compound

from Methane-Oxidizing Bacteria
Hyung J. Kim,1* David W. Graham,1† Alan A. DiSpirito,5

Michail A. Alterman,2 Nadezhda Galeva,3 Cynthia K. Larive,4

Dan Asunskis,6 Peter M. A. Sherwood6

Siderophores are extracellular iron-binding compounds that mediate iron trans-
port into many cells. We present evidence of analogous molecules for copper
transport from methane-oxidizing bacteria, represented here by a small fluo-
rescent chromopeptide (C45N12O14H62Cu, 1216 daltons) produced by Methy-
losinus trichosporium OB3b. The crystal structure of this compound, meth-
anobactin, was resolved to 1.15 angstroms. It is composed of a tetrapeptide,
a tripeptide, and several unusual moieties, including two 4-thionyl-5-hydroxy-
imidazole chromophores that coordinate the copper, a pyrrolidine that confers
a bend in the overall chain, and an amino-terminal isopropylester group. The
copper coordination environment includes a dual nitrogen- and sulfur-donating
system derived from the thionyl imidazolate moieties. Structural elucidation of
this molecule has broad implications in terms of organo-copper chemistry,
biological methane oxidation, and global carbon cycling.

The mechanisms involved in microbial cop-
per homeostasis are rapidly being elucidated,
although the workings of such systems are
only understood in model organisms such as
Escherichia coli, Enterococcus hirae, and
Saccharomyces cerevisiae (1–4). In these or-
ganisms, copper homeostatic systems are
geared toward active detoxification as op-

posed to accumulation and storage. However,
in many methanotrophic bacteria (aerobes
that oxidize CH4 for carbon and energy and
play a major role in the global carbon cycle),
copper homeostasis differs because copper
requirements can be up to fourfold higher
than iron requirements (5–7). In such meth-
anotrophs, copper plays a central role in me-
tabolism, regulating expression of two meth-
ane monooxygenases: a soluble methane
monooxygenase (sMMO) and particulate
methane monooxygenase (pMMO) (5, 8–10).
Copper also influences the expression of at
least two of the four formaldehyde dehydro-
genases (11–13), the development of internal
membranes (5, 8, 14, 15), and the expression
of other polypeptides related to copper regu-
lation or transport (5, 16–19).

Given the notable role of copper in meth-
anotroph physiology, we postulated that these
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organisms possess a specialized copper-traf-
ficking mechanism dedicated to transporting
higher amounts of copper while protecting
cellular components from its toxic effects.
Several low–molecular weight copper-con-
taining compounds, previously called copper-
binding compounds (CBCs), were implicated
in such a mechanism (5, 7, 20–22); however,
sizes among CBCs varied, and no complete
structures could be determined. We now sus-
pect that many of the compounds identified
earlier were actually breakdown products of a
primary molecule described here, which we
identify as methanobactin.

Methanobactin appears to fulfill all the
presumed roles of such a copper-trafficking
molecule. Methanobactin accumulates to
high amounts in the growth media of Methy-
losinus trichosporium OB3b and Methylococ-
cus capsulatus Bath when grown under cop-
per-limited conditions; however, it is rapidly
internalized into the cell when copper is pro-
vided. Furthermore, methanobactin stimu-
lates growth in copper-grown M. trichospo-
rium OB3b with an optimal 1:1 copper:meth-
anobactin binding stoichiometry (23), and
copper uptake–deficient mutants accumulate
methanobactin in their growth medium in the
presence of copper (20–22). Lastly, meth-
anobactin co-purifies with pMMO at ratios of
8 to 13 methanobactins per pMMO complex,
and the removal of methanobactin results in
the loss of pMMO activity in cell-free sys-
tems (5, 7). These combined results suggest a
previously unknown copper acquisition sys-
tem in M. trichosporium OB3b, mediated by
a molecule or molecules that resemble iron
siderophores in other bacteria. Furthermore,
given the limited understanding of the molec-
ular structure of pMMO and the mechanism
of methane oxidation by this enzyme, inves-

tigations into the structure and function of
methanobactin are of interest.

Here, we report the complete crystal
structure of methanobactin excreted into
the growth media by M. trichosporium
OB3b. Typically, 15 to 20 mg of this yel-
lowish-red compound is isolated per liter of
spent medium with 3-day-old copper-limit-
ed cultures [optical density at 600 nm
(OD600nm) � 0.7], but the yield is heavily
dependent on extracellular copper amounts,
copper-to-biomass ratios, and culture ages.
Purification of the compound involved sol-
id-phase extraction and reversed-phase
high-performance liquid chromatography
(RP-HPLC) (23–25 ). Mass spectrometry
(MS) of the isolated product showed two
predominant ions differing in mass by 62
daltons (Fig. 1). The peak with [M – H]– at
m/z 1153 was assigned to the molecular ion
for the deprotonated compound, whereas
the most intense peak at m/z 1215 was
assigned to the corresponding copper com-
plex [M – 2H � 63Cu�]–. Additionally, this
signal shows an isotopic distribution char-
acteristic of copper (69.2% 63Cu, 0% 64Cu,
and 30.8% 65Cu).

X-ray photoelectron spectroscopy (XPS)
analysis (25, 26) of the methanobactin-cop-
per complex indicates that the majority of the
copper is present as Cu�. Some Cu2� is
noted after extended exposure to air, but this
is atypical of physiological conditions and the
predominant copper oxidation state in meth-
anobactin is Cu� (24). Figure 2 presents the
XPS binding energy spectra for the copper 2p
region for freshly bound copper-methanobac-
tin and CuO, which indicate two low-inten-
sity satellite features (peaks 2 and 3) and a
shifted position of the main peaks (1 and 4)
relative to CuO, characteristic of Cu�. This

observation is consistent with an earlier elec-
tron paramagnetic resonance study (7) and is
similar to other cell systems with mediated
copper transport (27).

The overall structural features of meth-
anobactin, including amino acid composition
and sequence, and N- and C-terminus identi-
fication were established by a combination of
biochemical and mass spectroscopic analyses
(23–25). The presence of unusual residues
was deduced from a significant mass differ-
ence (� 358 daltons) between sequence data
and MS investigations. Early results suggest-
ed that methanobactin was composed of
about 10 to 12 residues arranged in a nonlin-
ear motif with a high affinity for copper.
Methanobactin was subsequently crystallized
(23, 25), and the structure was resolved by
direct methods and refined by full-matrix
least-squares methods on F2 to 1.15 Å (28).

Crystallographic data (Table 1) indicate
that methanobactin is a small chromopep-
tide that contains one copper ion per
molecule, coordinated by a previously un-
observed ligand system with a peptide
backbone comprising amino acid and non–
amino acid residues. The primary sequence
of methanobactin is N-2-isopropylester–(4-
thionyl-5-hydroxy-imidazole)–Gly1–Ser2–
Cys3–Tyr4–pyrrolidine–(4-hydroxy-5-thio-
nyl-imidazole)–Ser5–Cys6–Met7, with an
empirical formula of C45N12O14H62Cu
(Fig. 3A). Methanobactin is observed as a
crystallographic dimer (fig. S1), although
the apparent lack of direct interactions

Fig. 1. Negative-ion MALDI-TOF mass spectrum of extracellular copper compound from M.
trichosporium OB3b showing copper complexation. The isotopic distribution of the most dominant
peak is that of copper.

Fig. 2. XPS binding energy spectra for the cop-
per 2p region for methanobactin and for CuO, a
reference compound that has copper in the
formal oxidation state of Cu2�. The low inten-
sity of the satellite features (2 and 3) and the
shifted position of the Cu 2p1/2 and Cu 2p3/2
peaks (1 and 4) in methanobactin indicate that
copper is primarily in the Cu� oxidation state.
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between each component suggests that the
dimerization in crystals does not persist in
solution and is not physiologically relevant.

Overall, methanobactin can be described
as having a very compact pyramid-like shape
(Fig. 3B) with the metal complexation site
being located at the base of the pyramid and
not buried. The isopropylester group folds
underneath this surface, creating a tail-like
projection and a cleft, and appears to obscure
the metal site to some extent. The metal
coordination environment is composed of
dual N- and S-donating systems that are de-
rived from two 4-thionyl-5-hydroxy imidazo-
late moieties. The bond distances between the
donating sulfur atom and its adjacent carbon
are 1.68 Å (in thionyl imidazolate A) and
1.67 Å (in thionyl imidazolate B) (Fig. 3C).
The sulfur is thus modeled as a thionyl ligand
(C�S–Cu) rather than the more commonly
found thiolate (C–S–Cu). The C�S distances
agree well with previous synthetic N,S-thio-

nyl donor complexes that possess antibacte-
rial properties (29). Furthermore, the thioam-
ide bonds that link each imidazole moiety to
a Gly1 and a Ser2 are found in the thiopeptide
antibiotics promoinducin and thiostreptone
from the Streptomyces species, which is in-
teresting given that methanobactin has also
shown to be bacteriocidal for a variety of
Gram-positive bacteria (30). This unusual
thiopeptide bond is also found in the nickel
enzyme methyl–coenzyme reductase from
methanogenic archaea that catalyzes methane
formation from methyl–coenzyme M and co-
enzyme B (31, 32).

The Nε atom of each imidazole and the S
atom of the two thionyl substituents coordinate
the copper in a distorted tetrahedron geometry
(Fig. 3C). A solvent molecule is not coordinat-
ed to the copper in the crystal structure. The
Nε(8)-Cu-S(13) and Nε(19)-Cu-S(24) bond an-
gles (ligand bite angles) of 85.5° and 88.2°,
respectively, deviate from the ideal tetrahedral

bond angle (109.5°). Both heterocycle rings
along with the thionyl substituents are essential-
ly co-planar. The copper atom lies in the
plane of thionyl imidazole B but deviates
by 0.87 Å from the plane of thionyl imida-
zole A. The two planes defining the N,S-
chromophoric moieties bisect at nearly per-
pendicular angles. The copper-to-ligand
distances are 2.39 and 2.38 Å for Cu-S(13)
and Cu-S(24), respectively, and 2.01 and
2.05 Å for Nε(8)-Cu and Nε(19)-Cu (num-
bers in parentheses designate relative atom
numbers), respectively, and indicate strong
interactions (Fig. 3C).

The structure of methanobactin as well as
growth and physiological data argues for its
function as a copper-sequestration compound
(20–22). The cells appear to excrete meth-
anobactin continuously, and it accumulates in
the culture media under copper-deficient condi-
tions. If copper is provided, methanobactin
binds the copper and the methanobactin-copper
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complex is internalized to the cell, possibly to
be associated with pMMO (5, 7, 24). Further,
its metal-ion shuttling role is suggested by
structural similarities to the amino acid–
containing pyoverdin class of iron sid-
erophores, which also have antibacterial prop-
erties (33–36). In fact, the similarities between
methanobactin and the pyoverdin siderophores
(e.g., azotobactin and pseudobactin produced
by Azotobacter spp. and Pseudomonas spp.) led
to the renaming of CBC to methanobactin.

If methanobactin is indeed a “copper-
siderophore” or a “chalkophore” (after the
Greek for copper), a specialized copper-
trafficking or defense mechanism probably
exists in organisms that produce the com-
pound. However, whether methanobactin
acts exclusively as an extracellular copper-
sequestering agent or has other in vivo
functions related to the delivery and inser-
tion of copper ions to copper-containing
proteins like pMMO must still be deter-
mined. Regardless, the elucidation of the
methanobactin structure has major implica-
tions in understanding the molecular mech-
anism of biological methane oxidation and
methane cycling in the environment and
may also lead to the identification of other
copper-trafficking molecules.
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Activation of Endogenous Cdc42
Visualized in Living Cells

Perihan Nalbant,* Louis Hodgson,* Vadim Kraynov,
Alexei Toutchkine, Klaus M. Hahn†

Signaling proteins are tightly regulated spatially and temporally to perform
multiple functions. For Cdc42 and other guanosine triphosphatases, the sub-
cellular location of activation is a critical determinant of cell behavior. However,
current approaches are limited in their ability to examine the dynamics of Cdc42
activity in living cells. We report the development of a biosensor capable of
visualizing the changing activation of endogenous, unlabeled Cdc42 in living
cells. With the use of a dye that reports protein interactions, the biosensor
revealed localized activation in the trans-Golgi apparatus, microtubule-depen-
dent Cdc42 activation at the cell periphery, and activation kinetics precisely
coordinated with cell extension and retraction.

Cdc42, a member of the Rho family of small
guanosine triphosphatase (GTPase) proteins,
regulates multiple cell functions, including
motility, proliferation, apoptosis, and cell
morphology (1–3). In order to fulfill these
diverse roles, the timing and location of
Cdc42 activation must be tightly controlled.

The Cdc42 biosensor used here to examine
the spatiotemporal dynamics of Cdc42 acti-
vation represents an in vivo application of a
dye (I-SO) designed specifically to report
protein conformational changes and protein
interactions in living cells (4). In this biosen-
sor, a domain from the Cdc42 effector protein
WASP that binds only to activated Cdc42
was covalently labeled with the dye. The
labeled domain showed a strong increase in
fluorescence intensity upon binding to acti-
vated, underivatized Cdc42.

On the basis of the nuclear magnetic res-
onance (NMR) structure of the Cdc42-WASP
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Table 1. Crystallographic data and refinement
statistics. A total of 1663 parameters were refined
against 698 restraints and 8765 data to give
wR(F2) � 0.2464 and S � 1.1 (where S is goodness
of fit) for weights of w � 1/[�2(F2) �
(0.1600P)2 � 130.00P], where P � ([Fobs

2 � Fcal
2 ])/

3. The final R factor, R(F), was 0.0824 for the 7025
observed, [F � 4� (F)], data. The largest shift/
standard uncertainty was 0.012 in the final refine-
ment cycle. The final difference map had maxima
and minima of 0.624 and –0.393 e/Å3, respective-
ly. Parentheses denote the highest resolution
shell. Rsym � �[� Fobs2 � Fcal

2  ]/�(�Fobs
2 )/n] and

R factor � � Fobs �  Fcal /� Fobs , Fobs � 0.

(C44H54CuN12O15S5) � 10.5(H2O)

Formula weight 1404
Molecular weight
(C44H54CuN12O15S5)

1217.2

Data collection
Wavelength 0.71073 Å
Reflections collected 66,370

Refinement
Redundancy 7.55
I/� 18.23 (14.81)
Rsym (%) 8.05 (37.62)
Resolution (Å) 1.15
R factor 0.0832
Completeness 99.8
Goodness of fit on F2 1.1
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complex (5), the dye was tested at three
positions (I233, D264, and F271 of WASP)
to optimize fluorescence response and bind-
ing (Fig. 1A). Site-specific labeling was ac-
complished by inserting a single cysteine and
reacting the WASP domain with cysteine-
selective iodoacetamide dye (4). The dye
showed the greatest response at position 271,
undergoing a 2.8-fold increase in fluores-
cence intensity upon binding to Cdc42-
GTP�S, relative to either biosensor alone or
GDP-loaded Cdc42 (Fig. 1B). The NMR
structure of the Cdc42-WASP complex indi-
cated that the dye at position 271 is inserted
into a hydrophobic pocket formed from ami-
no acids of both Cdc42 and WASP (Fig. 1C).
The dissociation constant (Kd) for the Cdc42-
biosensor interaction, determined by fitting
fluorescence changes to the Michaelis equa-
tion, was 150 � 50 nM (Fig. 1D). This was
slightly higher than previously reported for a
similar, unlabeled WASP fragment (77 � 9
nM) (6), indicating that the dye minimally
perturbed binding of the domain. To deter-
mine the specificity of the biosensor, we ex-
amined interactions with different activated
GTPases. The biosensor distinguished pro-
teins closely related to Cdc42 from other
members of the Rho family. It did not
interact with RhoA or Rac at concentrations
well above physiological levels (Fig. 1D),
but responded to both Cdc42 and the close-
ly related protein TC10, which bind WASP
with similar affinity (7 ) (fig. S1).

Figure 1E shows that the labeled WASP
fragment provides a straightforward means to
assay Cdc42 activation in cell lysates. By sim-
ply adding the biosensor to the lysate, one can
obtain a fluorescence readout of Cdc42 activa-

Fig. 1. Design of the biosensor. (A) The biosen-
sor was constructed from residues 201 to 321
of WASP, which contained the CRIB domain
essential for Cdc42 binding. The dye gave the
strongest fluorescence response when attached
at position 271. A control biosensor was also
generated, in which residues 246 and 249 in the
CRIB domain were mutated to eliminate Cdc42
binding (H246D and H249D) (31). (B) The fluo-
rescence excitation and emission spectra of the
biosensor showed a 2.8-fold increase in intensity upon interacting with activated Cdc42 (black line,
biosensor alone; dark gray line, biosensor with saturating Cdc42-GDP; light gray line, biosensor with
saturating Cdc42-GTP�S). (C) Binding of the biosensor to Cdc42 placed the dye attached at position 271
(red) in a hydrophobic pocket formed by amino acids from both WASP (blue) and Cdc42 (orange). The
CRIB domain is shown in green. (D) The biosensor showed a concentration-dependent fluorescence
increase in response to Cdc42-GTP�S, but did not respond to Rho-GTP�S or Rac-GTP�S. (E) Human
neutrophils were lysed at different times after stimulation with fMLP, and biosensor was added to the
lysates. Circles, fluorescence intensity in lysates at each time point; triangle, unstimulated lysate
equilibrated with GTP�S.

Fig. 2. Activation of endogenous Cdc42 in living cells. (A)
Distribution of activated Cdc42 in MEF/3T3 cells. Cells
were injected with MeroCBD (upper panels) or with
mutant control biosensor (lower panels). MeroCBD
showed localized activation of endogenous, wild-type
Cdc42 in unstimulated cells (left column). Overexpres-
sion of constitutively active Cdc42-Q61L (right column)
led to increased activation signal throughout the cell.
Results were unaffected by biosensor concentrations
over the broad range examined (EGFP fluorescence per
unit area � 50 to 400, normalized for exposure time). (B)
Average Cdc42 activity in cells with and without expres-
sion of Cdc42-Q61L (with Cdc42-Q61L � mean � SEM:
12 MeroCBD cells, 7 control cells; without Cdc42-
Q61L � mean � SEM: 7 MeroCBD cells, 11 control cells).

Although overall activation was similar in unstimulated cells loaded with real versus control
biosensor, differences could be discerned because activation was localized. (C) EGFP and dye
images used to produce the ratio in the cell shown at upper left in (A).
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tion. The method was used to determine the
kinetics of Cdc42 activation in neutrophils after
stimulation with chemoattractant fMetLeuphe
(fMLP) peptide. Results paralleled those previ-
ously reported using well-established methods
(8). Fluorescence of the biosensor was also

used to monitor the real-time kinetics of Cdc42
GDP/GTP exchange in vitro (fig. S2D).

Because the labeled WASP fragment re-
sponded to activated Cdc42 through fluores-
cence intensity modulation, a ratiometric im-
aging approach was used to correct for effects

of varying cell thickness, uneven illumina-
tion, and other factors that could affect imag-
ing of dye intensity (9). The biosensor was
fused to enhanced green fluorescent protein
(EGFP) to provide a fluorescence signal in-
sensitive to Cdc42 binding, but with the same
subcellular distribution as the sensitive dye.
The dye image could be divided by the EGFP
image to normalize changes in dye intensity
not originating from Cdc42 binding. A pro-
line-rich region of WASP (amino acids 315
to 321) was also deleted to preclude possible
binding to proteins containing SH3 domains.
Fluorescence response and Cdc42 binding of
the biosensor remained intact after these
modifications (fig. S2A). It was named Mero-
CBD, for the combination of the Cdc42 bind-
ing domain with a merocyanine dye.

The biosensor was injected into living fibro-
blasts, where it showed localized Cdc42 activa-
tion even in unstimulated cells, which was
highest at cell extensions (Fig. 2A). In cells
expressing constitutively active Cdc42-Q61L
(10), the overall levels of activity shown by
MeroCBD were much higher (Fig. 2, A and B),
and activation was distributed throughout the
cell. It was important to show that the dye was
not binding nonspecifically to membranes or to
other hydrophobic cell components that could
produce spurious fluorescence intensity in-
creases. When MeroCBD was compared to a
control biosensor with severely reduced Cdc42
binding (Fig. 2B; fig. S2, B and C), the mutant
biosensor showed no localized activation for
either endogenous or dominant positive Cdc42
(Fig. 2A), and showed only slightly increased
total activity in cells expressing Cdc42-Q61L
(Fig. 2B). Simple localization of the CBD-
EGFP was not sufficient to reveal Cdc42 acti-
vation (Fig. 2C).

The ability to detect endogenous protein
with the high sensitivity provided by the dye
was important in studying Cdc42. High sensi-
tivity enabled detection of protein activation at
native concentrations, unlike previous fluores-
cence resonance energy transfer (FRET) bio-
sensors that required overexpression of Cdc42
(11), and showed more uniform activation.
MeroCBD did not require modification of the
Cdc42 terminus with a GFP mutant for FRET
(12), thus maintaining normal regulation by
guanosine dissociation inhibitors (GDIs) (13).

Cdc42 is known to be important for main-
taining cell polarity in motility (14), but the
role of localized Cdc42 activation is poorly
understood. Cdc42 promotes leading-edge
extension through activation of Rac and of
WASP, which causes Arp2/3 to nucleate ac-
tin filaments (15, 16). It also induces the fine
cell extensions known as filopodia (17, 18).
The relative spatiotemporal dynamics of
Cdc42 activation, protrusion, and filopodia
formation were examined in fibroblasts as
they attached and spread on fibronectin (19).
At 30 to 45 min after plating, Cdc42 was

Fig. 3. Cdc42 activation during cell adhesion and spreading. (A) Cdc42 activation was examined at
different times after MEF/3T3 cell adhesion to fibronectin. Activity was first distributed in a narrow
band around the cell, then concentrated in the larger protrusions that formed at later time points
(n � 11 cells at 30 to 45 min, n � 22 cells at 90 to 120 min). (B) Total integrated Cdc42 activity
divided by cell area (average cellular activation) was higher during later stages when cells were
polarized and producing large extensions (t � 30 to 45 min: **P 	 0.01, n � 11 cells; t � 90 to
120 min: ***P 	 0.001, n � 12 cells). Error bars represent the SEM. (C) Activation was observed
at the cell edges near filopodia, but not in the filopodia themselves (n � 300 filopodia). Areas of
low activation sometimes extended into the cell at the base of filopodia (lower panel). (D) Active
remodeling of the cell perimeter was associated with high levels of Cdc42 activation (movies S1 to
S3). (E) Cells were treated with nocodazole (30 
M, n � 7 cells), cytochalasin D (300 ng/ml, n �
9 cells), or dimethyl sulfoxide (DMSO) control (n � 6 cells). Average whole-cell Cdc42 activity was
monitored before and after drug treatment (at the time indicated by the arrow). Error bars
represent the SEM. See movies S4 to S6.
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activated in a thin band at cell edges extend-
ing filopodia (Fig. 3A). No activation was
observed within the filopodia themselves
(Fig. 3C). Regions of lower activation some-

times extended into the cell body at the base
of filopodia (Fig. 3C, lower cell), consistent
with studies showing that actin bundles in
filopodia extend into the cell body (20). At 90

to 120 min after attachment, activity became
localized within larger dynamic protrusions,
and overall activity increased (Fig. 3B); pro-
trusions had more than twice the average
activity of any other region (n � 22 cells)
(Fig. 3, A and D) (movies S1 to S3; see also
motion control fig. S6). Controls showed that
biosensor levels did not perturb spreading or
motility (figs. S3 to S5).

Microtubules or actin may direct Cdc42 ac-
tivation to specific peripheral locations (21–24).
We explored this possibility by treating cells
with the microtubule-depolymerizing agents no-
codazole and colchicine, or with cytochalasin D,
an inhibitor of actin polymerization. Only no-
codazole and colchicine markedly affected
peripheral Cdc42 activation (Fig. 3E; fig. S9,
movies S4 to S6). Microtubules may localize
interactions between Cdc42 and guanine nucle-
otide exchange factors (25), by directing vesicle
trafficking or regulating events at adhesion
complexes (26, 27). Cdc42 has been implicated
in intracellular trafficking (28–30). Our biosen-
sor consistently showed activation in the trans-
Golgi apparatus of endothelial cells (Fig. 4, A to
C), and sometimes also in fibroblasts. Activation
in this major secretory compartment suggests
that Cdc42 regulates directional sorting or traf-
ficking of polarity cues, or that microtubules
mediate trafficking of activated Cdc42 to specif-
ic portions of the periphery (Fig. 3E).

Using the dye’s ability to obtain more than
a hundred sequential images at low biosensor
concentrations, we carried out high-resolution
kinetic studies of Cdc42 activation during ex-
tension and retraction of individual protrusions
(Fig. 4D; fig. S7). Using an algorithm to objec-
tively determine the boundaries of protrusions,
we plotted the changing areas of individual
protrusions against the protrusions’ total activa-
tion per unit area. The rise and fall of Cdc42
activity was markedly correlated with both ex-
tension and retraction. This close correlation
suggested that Cdc42 activation and deactiva-
tion could be rate-determining steps for exten-
sion and retraction. Alternatively, upstream sig-
nals might coordinately inhibit Cdc42 activity
while inducing retraction. We distinguished
these possibilities by blocking retraction us-
ing an inhibitor of Rho kinase (Y27632). This
caused protrusions to continue expanding
even after Cdc42 activity decreased (Fig. 4E;
fig. S8 and movie S7), indicating that up-
stream signals (possibly regulated by the mi-
crotubule cytoskeleton) control Cdc42 activ-
ity and retraction in parallel. Cdc42 activity
did not remain elevated during protrusion,
suggesting that Cdc42 initiates rather than
maintains extension.

MeroCBD exemplifies a biosensor ap-
proach that combines the ability to sense
endogenous molecules with the sensitivity
provided by direct excitation of a fluorescent
dye. This extends our ability to examine pro-
teins that cannot be derivatized or overex-

Fig. 4. Cdc42 activation at trans-Golgi. Activation kinetics synchronized with extension and retraction.
(A) Immunofluorescence colocalization of trans-Golgi markers and Cdc42 activation in human umbilical
vein–derived endothelial cells (HUVEC). Trans-Golgi fluorescence is in red, Golgi fluorescence is in
yellow. EGFP fluorescence is in green. (B) Mutant control biosensor in fixed HUVEC cells. (C) Upon
collapsing the Golgi using Brefeldin A, the trans-Golgi and Cdc42 activation remained intact. (D) For
individual protrusions, area and Cdc42 activation per unit area were monitored over time. Of 22 cell
regions analyzed, 17 showed high synchrony between protrusions and Cdc42 activity during both
extension and retraction, as was apparent through inspection of the graphs and using cross-correlation
analysis (32). Data from a representative protrusion are shown. Images correspond to the time points
indicated in the plots. All other data are shown in fig. S7. (E) When cells were treated with Rho kinase
inhibitor Y27632 (30 
M, at the time indicated by the arrow), cells continued to extend even after
Cdc42 activation receded (see also fig. S8 and movie S7).
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pressed for live cell studies, and enabled
detailed kinetic analysis of rapid cellular
processes. The biosensor revealed Cdc42
activation in the trans-Golgi compartment,
microtubule-dependent activation at the cell
periphery but not in filopodia, and tightly
coordinated kinetics of cell extension, retrac-
tion, and Cdc42 activation.
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Advanced Cardiac Morphogenesis
Does Not Require Heart Tube Fusion
Shanru Li,1 Deying Zhou,1 Min Min Lu,1 Edward E. Morrisey1,2*

The bilateral cardiac mesoderm migrates from the lateral region of the embryo
to the ventral midline, where it fuses to form the primitive heart tube. It is
generally accepted that migration and fusion are essential for subsequent
stages of cardiac morphogenesis. We present evidence that, in Foxp4 mutant
embryonic mice, each bilateral heart-forming region is capable of developing
into a highly differentiated four-chambered mammalian heart in the absence
ofmidline fusion. These data demonstrate that left-right chamber specification,
cardiac looping, septation, cardiac myocyte differentiation, and endocardial
cushion formation are preprogrammed in the precardiac mesoderm and do not
require midline positional identity or heart tube fusion.

Although the molecular mechanisms underlying
cardiac myocyte differentiation have been exten-
sively examined and initial molecular pathways
have been identified, much less is understood
about how specified myocardial cells form the
primitive heart tube and the four-chambered
mammalian heart. This complex morphological
process has a major impact on human health,
because cardiovascular defects account for a
substantial percentage of neonatal congenital
disease. The bilateral precardiac mesoderm
forms at the anterior pole of the vertebrate em-
bryo (1, 2). How this mesoderm migrates to the
ventral midline to form the single heart tube in
the embryo is not well understood, although
contributions from anterior foregut endoderm
have been implicated. Moreover, whether this
fusion event is required for cardiac differentia-

tion and morphogenesis is not known, although
some markers of the cardiac myocyte lineage
that become spatially restricted in later develop-
ment (such as eHAND, MLC2a, and MLC2v) are
expressed throughout the early precardiac meso-
derm (1, 2). The heart is also the first organ to
exhibit left-right asymmetry. Whether this asym-
metry is preprogrammed into the precardiac me-
soderm or whether it is acquired coincident with
midline fusion is unknown. Most genetic models
of defective heart tube fusion, also known as
cardia bifida, are characterized by bilateral re-
gions of specified cardiac mesoderm that express
cardiac-specific genes but fail to progress
through later stages of cardiac morphogenesis
(3–5). In addition, most murine models of cardia
bifida exhibit additional extracardiac defects in
body pattern formation, including severe defects
in ventral morphogenesis and embryonic turning
(3, 6). These data have led to a working model in
which ventral midline fusion of the bilateral cardiac
primordia is essential for subsequent cardiac
development and morphogenesis, especially later
aspects of chamber identity, left-right cardi-

ac asymmetry, and looping morphogenesis (1, 7).
We have previously cloned and charac-

terized Foxp4, a member of the Fox gene
family that is expressed in multiple tissues,
including the lung, gut, and brain, in the
developing mouse embryo (8, 9). Foxp4 is
expressed in early foregut endoderm and
later in development in lung and hindgut
(8). To generate a mutant allele of Foxp4,
we replaced two exons encoding the fork-
head DNA binding domain with the neo-
mycin resistance cassette (fig. S1, A and
B). Proper gene targeting was confirmed by
Southern blotting and polymerase chain
reaction (fig. S1, D and E). Immunohisto-
chemistry with a Foxp4-specific polyclonal
antibody confirmed that mutant embryos no
longer expressed Foxp4 protein, suggesting
that we had generated a null allele (fig.
S1C). Heterozygous embryos were fertile
and exhibited no obvious defects (10). The
majority of homozygous embryos died
around embryonic day 12.5 (E12.5) (table S1).

Histological analysis from E8.5 to E12.5
revealed the development of two complete
hearts in Foxp4 mutant embryos (Fig. 1B). This
was apparent as early as E8.5, when midline
fusion of the bilateral cardiac primordia has
normally occurred (Fig. 1, C and D). The two
hearts in Foxp4 mutants were positioned bilat-
erally, suggesting a lack of proper migration of
the precardiac primordia to the midline (Fig. 1,
C to H). Foxp4 mutants exhibited grossly nor-
mal ventral morphogenesis and embryonic
turning (Fig. 1, A to H), suggesting that cardia
bifida was not due to secondary defects in these
processes, as has been observed in other mouse
models (3–6, 11). Upon sacrifice (E8.5 to
E12.5), each of the two bilateral hearts was
beating at approximately the same rate as in
wild-type embryos, although they were asyn-
chronous (10).
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Hematoxylin and eosin (H�E) staining
showed that each heart in Foxp4 mutants had
distinct atria and ventricles (Fig. 1, I and J).
Proper chamber septation and left-right
chamber specification was evident from the
expression of eHAND and dHAND (Fig. 1, J
and K). Endocardial cushions were also
present (Fig. 1L). In both wild-type and

Foxp4 mutant hearts, MLC2a and MLC2v
were expressed in the atria and ventricles,
respectively (Fig. 2, A to D), while plexin D1
was expressed in the developing endocardi-
um (Fig. 2E) (12, 13). These data support the
conclusion that bilateral heart tube fusion is
not required for cell or chamber specification
in the heart. Furthermore, the position of the

atria dorsal and cranial to the ventricles sug-
gests that looping morphogenesis occurs in
the bilateral hearts of Foxp4 mutants despite
the absence of midline fusion (Fig. 2, B and D).

A hallmark of ventricular myocyte dif-
ferentiation and maturation is the genera-
tion of compact and trabecular myocardi-
um. Compact myocardium lies in the outer
region of the ventricular wall and is more
proliferative and less mature than trabecu-
lar myocardium (14). Development of dis-
tinct trabecular and compact myocardium is
thought to enhance contractility and com-
partmentalization of oxygenated and un-
oxygenated blood before septation (14 ).
The formation of trabecular myocardium is
essential for cardiac function as demon-
strated in neuregulin knockout mice that
lack trabecular myocardium and die at
E10.5 because of heart failure (15 ). Com-
pact myocardium can be distinguished by
expression of N-myc, whereas trabecular
myocardium can be distinguished by ex-
pression of atrial naturetic factor (ANF)
(16 ). To determine whether proper devel-
opment of compact and trabecular myocar-
dium occurred in Foxp4 mutant hearts, we
performed in situ hybridizations to assess
N-myc and ANF expression. N-myc and
ANF were expressed in Foxp4 mutant
hearts in the same pattern as in wild-type
hearts, with expression of N-myc observed
in compact myocardium and ANF expres-
sion observed in trabecular myocardium
(Fig. 2, F and G) (15, 16 ). Taken together,
these data demonstrate that Foxp4 mutants
develop two hearts with proper chamber
formation and normal trabecular and com-
pact myocardial development.

The heart is the first organ to display asym-
metry during development (17, 18). Along with
other lateral-plate mesoderm derivatives, the
heart expresses Pitx2, a bicoid-related homeodo-
main transcription factor, only on its left side;
Pitx2 mutants exhibit multiple embryonic de-
fects, including defective cardiac positioning af-
ter looping (19). At E10.5, Foxp4 mutants have
two visible hearts that were positioned bilateral
to the ventral midline (Fig. 3, A to D). Pitx2
expression was observed in the left heart of
Foxp4 mutant embryos, whereas expression was
not observed in the right heart (Fig. 3E). These
data suggest that embryonic left-right asymme-
try was retained in Foxp4 mutants. To determine
whether cardiac specific left-right asymmetry
was retained in Foxp4 mutant hearts, we per-
formed in situ hybridization to determine expres-
sion of the basic helix-loop-helix (bHLH) tran-
scription factors eHAND and dHAND and of
FGF10, a member of the fibroblast growth fac-
tor family. eHAND is normally expressed pri-
marily in the left side of the developing heart,
whereas dHAND and FGF10 are expressed pri-
marily on the right side of the developing heart
(20, 21). We observed eHAND expression in the

Fig. 1. Loss of Foxp4 results
in the formation of two
hearts with extensive differ-
entiation. (A) Wild-type and
(B) Foxp4 mutant embryos
at E11.5 were processed for
whole-mount in situ hybrid-
ization with a probe for cTNI
to detect cardiac myocardi-
um (arrows and dotted line).
FL, forelimb. (C to H) H�E–
stained sections ofwild-type
[(C), (E), and (G)] and Foxp4
mutant [(D), (F), and (H)]
embryos at E8.5 [(C) and
(D)], E11.5 [(E) and (F)], and
E12.5 [(G) and (H)], showing
two well-developed hearts
in the mutant embryos. H,
heart; NT, neural tube. (I)
Foxp4 mutant hearts have
two ventricles, expressing
(J) eHAND and (K) dHAND
properly, i.e., in the left and
right ventricle, respectively.
Panels (I), (J), and (K) are
adjacent sections of the
same heart; bright interlu-
minal fluorescence in (K) is
due to autofluorescence
from red blood cells. RV,
right ventricle; LV, left ven-
tricle; VS, ventricular sep-
tum. (L to N) Foxp4mutant
hearts exhibit formation of
(L) endocardial cushions (ar-
row), (M) two atria, and (N)
the endocardium (arrow).
The atria are dorsal and an-
terior to the ventricles, and
the neural tube, forelimbs, and eyes are positioned correctly in Foxp4mutants. a, atria; v, ventricle. Scale bars,
(C) and (D), 200 �m; (E) to (H), 400 �m; (I) to (M), 100 �m; (N), 50 �m.

Fig. 2. Marker gene analysis dem-
onstrates proper chamber and
cell-type differentiation in Foxp4
mutant hearts. In situ hybridiza-
tion to detect (A and B)MLC2v, (C
and D) MLC2a, (F) ANF, and (G)
N-myc expression and (E) double
immunofluorescent staining to
detect plexin D1 (green, arrow)
and myosin-MF20 (red) protein
expression. Analysis was per-
formed on wild-type [(A) and (C)]
and Foxp4 mutant [(B), (D), and
(E) to (G)] embryos at E12.5. Scale
bars, (A) to (D), 400 �m; (E), 50
�m, (F) and (G), 100 �m.
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left ventricle of both Foxp4 mutant hearts (Fig.
3, D and E), whereas dHAND and FGF10 were
expressed on the right side of Foxp4 mutant
hearts, including the right ventricle (Fig. 3, F and
G, and fig. S2). These data demonstrate that
development of cardiac left-right asymmetry
does not require heart tube fusion and that em-
bryonic and cardiac asymmetry are specified by
distinct mechanisms. These data demand a re-
consideration of the currently accepted models
of cardiac development and morphogenesis to
accommodate the observation that precardiac
mesoderm is capable of left-right asymmetrical
chamber development, looping, myocyte differ-
entiation, and endocardial cushion formation in
the absence of midline heart tube fusion.

Our previous studies have shown that Foxp4
mRNA expression in the heart at E10.5 cannot
be demonstrated by in situ hybridization, al-
though it can be demonstrated in the adult heart
by Northern blot analysis (8). However, abun-
dant levels of Foxp4 protein expression in the
embryo are observed in the anterior foregut
endoderm (fig. S3F). Immunohistochemistry
shows that Foxp4 protein expression is not
observed in cardiac myocytes at E9.5 to E14.5
(fig. S2, A to C). In contrast, expression is
observed in the epicardium and endocardium at
these times (fig. S3, A to C).

Histological analysis identified defects in an-
terior foregut endoderm development in Foxp4
mutants. As shown in Fig. 1D, at E8.5, the
anterior foregut was open in mutant embryos,
whereas in wild-type embryos it was a closed
tube. At E10.5, the most anterior aspects of the
foregut remained open in Foxp4 mutants, where-
as more posterior regions were closed (Fig. 4, A
to C). By E11.5, the foregut had closed in Foxp4
mutants in the anterior region, but failed to sep-
arate into the esophagus and trachea; however, it
did give rise to endodermally derived tissues,
including the lung and liver (Fig. 4, D to I). At
E11.5, terminal deoxynucleotidyl transferase–
mediated deoxyuridine triphosphate nick end la-
beling assays revealed that anterior endoderm
was highly apoptotic (fig. S4, A and B), and by
E12.5, this region of the foregut had degraded,
leaving a large open cavity in the embryo (Fig. 4,
J to O). However, foregut endoderm was prop-
erly specified as demonstrated by expression of
sonic hedgehog (SHH) and Foxa2 (fig. S4, C to
H) (10). Together, these data suggest that Foxp4
mutants exhibit a delay in anterior foregut clo-
sure and cell death–mediated loss of anterior
foregut endoderm after closure. We hypothesize
that the defects in anterior foregut development
may be responsible for cardia bifida in Foxp4
mutants. Although these defects led to a delay in
foregut closure in Foxp4 mutants, the neural
tube, limb buds, and head structures formed
normally, indicating that the vast majority of
ventral morphogenetic processes were unper-
turbed (Figs. 1 to 3).

Defects in anterior foregut endoderm devel-
opment have previously been associated with

Fig. 3. Left-right asymmetry is retained in Foxp4 mutant embryos. (A) At E10.5, Foxp4 mutants
clearly have two hearts bilateral to the ventral midline. R, right heart; L, left heart. (B) H�E–stained
section of E10.5 Foxp4 mutant. (C) In situ hybridization for Pitx2 demonstrates that only the left
heart in Foxp4 mutant embryos is Pitx2 positive. (D to G) In situ hybridization using [(D) and (E)]
eHAND, (F) dHAND, and (G) FGF10 probes to demonstrate that eHAND expression is observed in
the left side (left ventricle) of Foxp4 mutant hearts [(E) is a higher magnification of (D)], whereas
dHAND and FGF10 is expressed in the right side (right ventricle) of Foxp4mutant hearts. Scale bars,
(B) to (D), 300 �m; (E) to (G), 200 �m.

Fig. 4. Anterior foregut development in Foxp4 mutant embryos. (A to C) The anterior region of the
foregut remains open at E10.5 in Foxp4 mutants, whereas the posterior region is closed (arrow). (D
to I) In wild-type embryos at E11.5, the (D) anterior foregut is closed (green arrow) and has
bifurcated into the [(F) and (H)] esophagus (red arrow) and trachea (blue arrow). In Foxp4 mutants
at E11.5, the (E) anterior region of the foregut has closed but does not bifurcate into the [(G) and
(I)] esophagus and trachea (green arrow). LU, lung. (J to O) At E12.5, wild-type embryos continue
to show development of (J) the foregut (green arrow) including (L) the trachea (blue arrow) and
esophagus (red arrow). [(K), (M), and (O)] By E12.5, the anterior foregut endoderm in Foxp4
mutants has degraded, leaving a large cavity in this region of the embryo (black arrowheads). HG,
hindgut. Scale bars, (A) to (M), 100 �m; (N) to (O), 200 �m.
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cardia bifida. Mutations in several zebrafish
genes expressed in the foregut endoderm, in-
cluding casanova (sox32) and faust (GATA5),
result in cardia bifida, and these mutants display
severe defects or complete lack of foregut
endoderm development (22, 23). In mice lack-
ing GATA4, anterior foregut endoderm devel-
opment is defective, and GATA4-null embryos
display cardia bifida (3, 4). Thus, the correla-
tion between foregut defects and cardia bifida
phenotypes is very strong. However, there are
distinct differences between these mutants and
Foxp4 mutants. GATA4 mutants have severe
defects in ventral morphogenesis and lack prop-
er cardiac chamber development (3, 4). More-
over, zebrafish cardiac morphogenesis is dis-
tinctly different from that in mammals, in that
there are only two chambers and the heart does
not loop or septate, but instead forms a serial
connection between the single atria and ventri-
cle. Although other models of cardia bifida
have been reported, including Mesp1 and furin
mutant mice, these embryos either die too early
to examine the complex morphogenetic pro-
cesses required for late-stage cardiac develop-
ment or they exhibit other severe defects in
general developmental processes such as em-
bryonic turning (5, 6, 11). Thus, none of the
cardia bifida mutants described previously has
permitted the analysis of complex cardiac de-

velopment in sufficient detail to determine
whether the later stages of cardiac morphogen-
esis require heart tube fusion.

Foxp4 mutant embryos demonstrate that
bilateral heart tube migration and fusion are
not required for extensive cardiac develop-
ment, including chamber formation, ventric-
ular myocyte differentiation, looping, endo-
cardial cushion formation, and development
of cardiac left-right asymmetry. These data
indicate a higher degree of preprogramming
in the bilateral precardiac mesoderm than has
been appreciated and indicate that a redefini-
tion of the current model of cardiac develop-
ment is required (1).
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Bacterial Persistence as a
Phenotypic Switch

Nathalie Q. Balaban,1,2* Jack Merrin,1 Remy Chait,1

Lukasz Kowalik,1 Stanislas Leibler1

A fraction of a genetically homogeneous microbial population may survive
exposure to stress such as antibiotic treatment. Unlike resistant mutants, cells
regrown from such persistent bacteria remain sensitive to the antibiotic. We
investigated the persistence of single cells of Escherichia coli with the use
of microfluidic devices. Persistence was linked to preexisting heterogeneity
in bacterial populations because phenotypic switching occurred between
normally growing cells and persister cells having reduced growth rates.
Quantitative measurements led to a simple mathematical description of the
persistence switch. Inherent heterogeneity of bacterial populations may be
important in adaptation to fluctuating environments and in the persistence
of bacterial infections.

When a population of genetically identical
bacterial cells is exposed to a sufficiently
strong antibiotic treatment, most of the pop-
ulation is killed. Killing can be measured by
monitoring the fraction of viable cells as a

function of the exposure to the antibiotic
treatment. The resulting killing curve for
wild-type Escherichia coli is plotted in Fig.
1A. The death of the majority of the popula-
tion takes place as a fast exponential decay
characterized by a single parameter, the kill-
ing rate. After a few hours, the initial purely
exponential decay of the killing curve chang-
es to a more complex, slowly decreasing
function. By the time the antibiotic is re-
moved, a small fraction of the cells still sur-
vives. These cells have not genetically ac-
quired antibiotic resistance: They regrow a

new population that is as sensitive to the
antibiotic. This phenomenon, termed bacteri-
al persistence, was first reported for staphy-
lococcal infections treated with penicillin (1)
and has since been observed in many bacte-
rial species. Despite being observed almost
60 years ago, the mechanism behind persis-
tence remains a puzzle (2). It has been sug-
gested that persistent bacteria are in some
protected part of the cell cycle at the time of
exposure to antibiotics or are able to adapt
rapidly to the antibiotic stress (3). It has also
been proposed that those cells are in a dor-
mant state or are unable to initiate pro-
grammed cell death (2, 4). To clarify the
nature of persistence, it is crucial to know
whether persistent bacteria differ from others
before exposure to antibiotics and, if so, what
triggers such phenotypic differentiation.

To answer these questions quantitatively,
we investigated the persistence of E. coli at
the level of single cells by direct observation
and measurement with the use of optical mi-
croscopy. Such measurements were made
possible by the use of previously isolated
high persistence (hip) mutants of E. coli that
have an increased proportion of persisters (5,
6) and by the recent development of transpar-
ent microfluidic devices (7, 8).

We designed and fabricated microfluidic
devices by using the techniques of soft lithog-
raphy (9, 10) to pattern layers of poly
(dimethylsiloxane) (PDMS) (Fig. 1B). With
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these devices, we can record the growth of
individual bacteria under normal conditions,
expose them to antibiotic treatment, detect
the rare survivors, and analyze the survivors’
history. Even before the antibiotic treatment,
all the observed persisters could be clearly
distinguished from the normal cells by their
reduced growth rate. These single-cell obser-
vations allowed us to describe mathematical-
ly the switching behavior between rapidly
growing normal cells, n, and nongrowing or
slowly growing persister cells, p, in the
framework of a simple two-state model (Fig.
2). Once the mechanism of persistence was
demonstrated at the level of single cells, mea-
surements of the parameters of the model could
be done in batch cultures. The growth-death
rates of the persisters and the normally growing
cells were characterized in this model by the
constants �p and �n, respectively. The cells
switched from the n state to the p state with a
constant rate a or from the p state to the n state
with a constant rate b.

We first chose to study hip mutants with
the hipA7 allele, isolated in a pioneering
work by Moyed and colleagues (5). Interest-
ingly, the persistence of the hipA7 allele after
ampicillin exposure was shown to be linked
to persistence in many other stresses (6, 11).
The killing curve of these mutant cells (Fig. 1A)
is well described by double-exponential kinet-
ics: The majority of the population is charac-
terized by a fast killing time (25 min), whereas
the subpopulation of persisters dies off over a
much longer characteristic time (6 hours) (12).
A good fit to experimental data is obtained by
the two-state model presented in Fig. 2.

For single-cell measurements, the hipA7
bacteria are first grown in a microfluidic device
under the microscope on Luria-Bertani Lennox
medium (LBL) (Fig. 1C) (12). During growth,
the descendants of each bacterium form a sep-
arate linear microcolony (Fig. 1, C to E). By
using time-lapse microscopy and measuring the
length of newly formed linear microcolonies,
we derived growth rates of the progeny of
individual cells. The average growth rate of E.
coli in our devices was the same as that for
batch cultures. After several cell divisions, am-
picillin was added to the medium, and the death
of cells, accompanied by lysis, was easily ob-
served (Fig. 1F). After 5 hours of ampicillin,
killing slowed, and ampicillin was cleared from
the device with fresh LBL (Fig. 1G). After the
removal of ampicillin, rare bacteria, which sur-
vived, started growing and dividing again (Fig.
1, G and H): These were identified as the
persister cells. The persistence phenotype was
not due to spatial inhomogeneities inside our
devices: The locations of persisters showed no
pattern, and these cells were often found in
close proximity to nonpersister cells. Following
the behavior of those cells back in time (movie
S1) (12), we observed that they differed in their
growth rate from the majority of the population

before the exposure to antibiotics. Persister
cells, which seemed to be in an arrested growth
state, could spontaneously switch to fast growth
and generate a population that is sensitive to the
antibiotic (12) (fig. S1). We thus conclude that
persistence in the hipA7 population is linked to
an inherent heterogeneity of growth rates in the
bacterial population.

We have established the following prop-
erties of hipA7 persisters, characteristic of
what we call type I persisters:

1) Type I persisters constitute a preexist-
ing population of nongrowing (�p � 0) cells
that are generated at stationary phase.

2) Type I persistence is characterized by a
negligible spontaneous switching rate from n to

p during exponential growth (a � 0) (13). In
batch culture (Fig. 3B), the number of persister
cells is directly proportional to the number of
stationary phase cells inoculated into the cul-
ture, consistent with recent observations (14, 15) .

3) Type I persisters inoculated into fresh
medium from stationary phase switch back to
growing cells with a characteristic extended
time lag. The hipA7 population consists of two
distinct subpopulations, each characterized by a
different time constant for the exit from station-
ary phase (Fig. 3A). The apparent lag time for
the persister population is the inverse of b, the
switching rate from p to n. We measured b by
plating an overnight culture of the hipA7 mutant
on LBL agar plates and monitoring the appear-

Fig. 1. Growth of hipA7 bacteria. (A) Killing
curves of wild-type and hipA7 mutant cells.
Black symbols and dashed curve indicate
wild type (wt); red symbols and solid curve,
hipA7 mutant. The hipA7 survival fraction
shows two time scales and is fitted (red
dashed line) by using the parameters of Fig.
2. The line fitting for the wild-type data is
obtained by allowing three subpopulations
(n, pI, and pII) with the parameters of Fig. 2.
(B) Scheme. The cells are trapped at the
interface between a transparent membrane
and a thin layer of PDMS patterned with
narrow grooves. The enlargement of the
groove pattern was imaged with the use of

phase-contrast microscopy. (C to H) Time lapse of hipA7 cells expressing yellow fluorescent
protein. Times from t � 0 are indicated in hours:min. (C to E) Bacteria taken from an overnight
culture are exposed to growth medium (GM1) and divide on narrow grooves, thus forming strings
of cells originating from the same cell. (F) Same field of view after exposing the cells to ampicillin
(denoted by A). Only persister cells remain. (G and H) Same field of view after removal of the
ampicillin by washing with growth medium (GM2). The red arrow points to the location of a type
I persister bacterium. (I) The length of the lineages of several hipA7 cells is monitored during GM1,
A, and GM2 time periods. Individual cells are plotted as different colors. Type I persister cells do not
grow during the GM1 and A periods. a.u., arbitrary units.

R E P O R T S

www.sciencemag.org SCIENCE VOL 305 10 SEPTEMBER 2004 1623



ance of visible colonies (Fig. 3A) (12). The
majority of the population is characterized by a
short lag time (40 min) comparable to the
wild-type lag, whereas a subset is characterized
by a lag time of about 14 hours (b � 0.07
hours�1). Upon introduction of fresh nutrients,
cells with the shorter lag time rapidly begin
growth and become susceptible to killing by
ampicillin, whereas the rest remain dormant
and less sensitive to ampicillin, which is known
to target mainly growing cells (16, 17).

The fraction of persisters in the wild-type
population is more than three orders of mag-
nitude smaller than in the hipA7 population,
making their detection under the microscope
or by a colony appearance assay on plates
very difficult. Despite similarities in the ini-
tial behavior of the wild-type and the hipA7
data, the killing curve for the wild type is
more complex at longer times and cannot be
fitted by using only two time constants (Fig.
1A). In contrast to the hipA7 persisters,
whose number is independent of the total
number of growing cells, the number of wild-
type persisters increases as the total popula-
tion increases (Fig. 3B). We conclude that
type I persistence does not fully characterize
wild-type persisters.

Another mutant, hipQ, was previously
isolated in a screen for high persistence to
norfloxacin treatment and, like hipA7, was
later found to persist through treatment
with several antibiotics, including ampicil-
lin (6). However, the hipQ locus is found in
a different region of the chromosome and
has not been fully characterized. Our ex-
periments show that the hipQ persisters can
be described within the same mathematical
model (Fig. 2) but with dynamics that differ
in important ways from type I. These per-
sisters, which we call type II persisters,
constitute a subpopulation of slowly growing
cells (�p � 0). An inherent heterogeneity in the
growth rate was also present in the hipQ mu-
tants before the antibiotic treatment (Fig. 4)
(18). In contrast to hipA7 persisters, which are
found in an arrested growth state, hipQ persis-
ters grow and divide continuously but an order
of magnitude slower than nonpersisters (Fig.
4G and movie S2). This persistence growth
state is inherited for several generations
(fig. S2).

Type II persisters do not appear to origi-
nate from passage through stationary phase.
The number of persisters in a growing culture
is determined by the total number of cells and
not by the size of the inoculum from station-
ary phase (a � 0) (table S1). The dynamics of
type II persistence for the hipQ population
qualitatively follows the equations presented
in Fig. 2. Batch culture experiments (Fig. 4H)
showing the ability of hipQ persister cells to
switch back to fast growth allowed us to set a
lower limit on b (Fig. 2).

We now turn to the more complex wild-

type population dynamics. Persisters in the
wild-type population are continuously gener-
ated during exponential growth (Fig. 3B)
(a � 0). However, passage through stationary
phase also increases the number of persisters
(table S1). The wild-type population can be

thus described as consisting of three sub-
populations: normal cells, n; continuously
generated type II persisters, pII; and station-
ary phase type I persisters, pI. The dynamical
model can then be used to fit the killing curve
of the wild-type population (Fig. 1A) and

Fig. 2. Mathematical description of persistence. General equations describing the dynamics of two
subpopulations, here denoted as normal (n) and persister ( p) cells. Type I persisters are generated
by trigger events during stationary phase, whereas type II persisters are continuously generated
during growth. The parameters for the hip populations and for the wild type are determined by
fitting the plots of Figs. 1, 3, and 4 to the solutions of the kinetics equations (Eqs. 1 and 2).

Fig. 3. Measurements of the dynamics of per-
sister ( p) and normal (n) subpopulations in
batch cultures. (A) Exit from stationary phase.
At t � 0, cells from an overnight culture are
plated and the appearance of visible colonies
monitored during incubation (12). The fraction
of visible colonies ( f ) is plotted as a function
of the time from plating. The fit for hipA7
dynamics in the absence of antibiotic is ob-
tained by using the parameters in Fig. 2, whereas
the fit for the wild type is a single exponential.
(Inset) Same data plotted on a log scale as 1 – f
to show the double-exponential dependence of
the hipA7 data. (B) Cells from overnight cultures
are diluted in growthmedium. Circles, total num-
ber of cells (n � p); triangles, number of persister
cells ( p); open and solid symbols, dilutions from
overnight cultures of 10�6 and 5 � 10�5, respectively. Fits represent the solutions of Eqs. 1 and 2 with
the parameters of Fig. 2. During exponential growth of the total population, the number of persisters
decreases slowly for the hipA7 mutant, whereas it increases for the wild type.
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extract the different time scales characteriz-
ing the three subpopulations (Fig. 2). Despite
the good agreement between the simple the-
oretical model and the experimental data, we
cannot exclude the possibility of other
persister types.

Possibly, persisters have been selected
to increase chances of survival of bacterial
populations in fluctuating environments
(fig. S3). Similar strategies are not uncom-
mon in more complex organisms: Variable
maturation rates in insects or germination
events in plant seeds have been described
as bet-hedging strategy for facing unpre-
dictable environments (19). The quantitative
characterization of persistence states and the
associated phenotypic transitions should find
clinical application in treatment of pathogens
such as Mycobacterium tuberculosis (20),
Staphylococcus aureus (3), and Pseudomonas
aeruginosa in cystic fibrosis patients (21). The
identification of the switch responsible for per-
sistence suggests different possible drug targets:
Stationary phase–induced persistence could be
reduced with factors that affect the lag period
(22), whereas spontaneous persistence could be
targeted by factors specifically enhancing the
switching rate from persister to normal cells.
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Fig. 4. (A to F) Growth
of hipQ bacteria in
a microfluidic chamber.
Time lapse of hipQ cells
expressing yellow fluo-
rescent protein. (A to C)
Bacteria taken from an
exponentially growing
culture are exposed to
growth medium (GM1)
and divide on narrow
grooves, thus forming
strings of cells originat-
ing from the same cell.
(D) Same field of view
after exposing the cells
to 4 hours of ampicillin
(denoted by A). Only
few cells remain. (E and
F) Same field of view
after removal of the
ampicillin by washing
with growth medium
(GM2). The red arrow
points to the location of
a type II persister bacte-
rium. (G) Growth of
hipQ bacteria in a mi-
crofluidic chamber. The
length of the lineages of
several cells are moni-
tored during GM1, A,
and GM2. The cells that
grow quickly during
GM1 die during A. The
type II persister cells
grow slowly during
GM1, A, and GM2. (H) Switch of hipQ persisters in batch cultures from slow
growth to fast growth after an antibiotic treatment of 4.5 hours. The red line
was obtained by fitting the solutions of Eqs. 1 and 2 with free parameter b,

whereas�p and�n were determined from the growth rates near t� 0 and t��
0, respectively, and a was determined from the measurement of the persisters
ratio (table S1). CFU, colony-forming units.
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Iron-Source Preference of
Staphylococcus aureus Infections

Eric P. Skaar,1,2 Munir Humayun,3*
Taeok Bae,1,2 Kristin L. DeBord,1,2 Olaf Schneewind1,2†

Although bacteria use different iron compounds in vitro, the possibility that
microbes distinguish between these iron sources during infection has hitherto
not been examined.We applied stable isotope labeling to detect source-specific
iron by mass spectrometry and show that Staphylococcus aureus preferentially
imports heme iron over transferrin iron. By combining this approach with
computational genome analysis, we identified hts (heme transport system), a
gene cluster that promotes preferred heme iron import by S. aureus. Heme iron
scavenging by means of hts is required for staphylococcal pathogenesis in
animal hosts, indicating that heme iron is the preferred iron source during the
initiation of infection.

Bacterial nutrient-uptake assays traditionally
provide a sole nutrient source and rely on
measurements of microbial growth as indica-
tors of usage (1). This experimental strategy
imposes pressure on bacterial populations to
acquire nutrients for survival and does not
provide information regarding the preferred
nutrient sources of microbes. We developed
an assay that provides multiple stable iso-
tope–labeled nutrient compounds and allows
independent tracking of each compound by
its isotope label. The assay provides a growth
medium containing elemental nutrients in
which each compound is prepared from a
different separated stable isotope tracer,
which is then tracked through metabolic path-
ways by isotopic analysis of cultured cells or
cellular fractionations by inductively coupled
plasma mass spectrometry (ICP-MS). We ap-
plied this technique to iron (Fe) acquisition in
S. aureus.

The ability to sequester iron is a primary
defense mechanism against bacterial infec-
tion. In response, during human infections,
bacterial uptake systems specific for host
iron sources such as heme Fe and trans-
ferrin Fe combine to obtain this nutrient (2,
3). These systems can take the form of
receptors specific for heme Fe or trans-
ferrin Fe, or secreted siderophores that are
capable of removing iron from human
transferrin (2, 3). Transferrin Fe accounts
for less than 1% of the body’s total iron,
whereas heme Fe can represent greater than
80% (4), leading us to speculate that the

abundance of heme Fe in humans may se-
lect for bacterial pathogens that preferen-
tially acquire iron from this source. We
used isotope-labeled nutrients to track si-
multaneous uptake of heme Fe and trans-
ferrin Fe and to determine whether S. aureus
has a preferred iron source. Natural terrestrial
iron is composed of four stable isotopes present
in fixed relative proportions, 5.85% [54Fe],
91.75% [56Fe], 2.12% [57Fe], and 0.28%
[58Fe], and mass-dependent fractionations of

iron by microbial biochemical and inorganic
redox processes have been studied and are
much less than 1% (5–7). Thus, tracer com-
pounds made up exclusively of the minor iso-
topes of iron can be followed in biological
systems by monitoring changes in cellular iron
isotope ratios by ICP-MS. For analysis, we
obtained hemin and transferrin samples consist-
ing almost exclusively of 54Fe and 57Fe, respec-
tively (8). Isotopic labeling did not affect the
ability of S. aureus to use these compounds as
iron sources for growth (9).

To determine whether S. aureus exhibits
source-dependent iron preference, we first
serially passaged bacteria in low-iron me-
dium until a decrease in growth rate indic-
ative of iron starvation was observed (10).
Iron-starved bacteria were subcultured into
chemically defined medium and supple-
mented with equimolar amounts of [54Fe]
hemin and [57Fe] transferrin, the exact ratio
of which was confirmed by ICP-MS (11)
(Fig. 1A). Natural Fe was present as a
ubiquitous contaminant in all experiments,
therefore all measured ratios reflect a com-
bination of natural Fe (dominated by 56Fe,
91.75%) and isotopically labeled Fe. Anal-
ysis of bacteria removed throughout the
growth of the culture revealed as much as
fourfold to fivefold enrichment in the ratio
of heme Fe to transferrin Fe as compared
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Fig. 1. Growth phase–
dependent preference
for heme Fe uptake in S.
aureus. (A) ICP-MSmea-
surement of iron isotope
ratios in S. aureus cul-
tures. The x and y axes
indicate the measured
54Fe/56Fe (heme prefer-
ence) and 57Fe/56Fe
(transferrin preference)
ratios, respectively. The
natural isotopic compo-
sition of iron is shownby
the black diamond. The
heavy line indicates the
ratio of iron isotopes
present in the growth
medium supplemented
with [54Fe] hemin and
[57Fe] transferrin. The
squares represent bacte-
rial samples and the cir-
cles represent spent me-
dium samples. Each
point represents an indi-
vidual sample taken at
different time points
during three separate
experiments. (B) Time
course of iron uptake by S. aureus. Isotopic composition presented as ratios of heme Fe:transferrin Fe
calculated from the 54Fe/56Fe and 57Fe/56Fe ratios measured by ICP-MS by correcting for the contributions
to both 54Fe and 57Fe from natural iron, and accounting for the presence of 56Fe in both tracers. Bacterial
samples were taken at mid-log (9 hours), late-log (12 hours), and stationary (24 hours) phase. (C)
Measurement of Fe isotope ratios in subcellular fractions (cytoplasm, cell wall, andmembranes) from late-log
cultures (12 hours) presented as the ratio of heme Fe to transferrin Fe. (D) Immunoblots of IsdB, IsdE, and
IsdG as a fractionation control (19). CW, cell wall; M, membrane; C, cytoplasm. Error bars show mean � SE
for all measurements but are usually too small to be seen.
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with that from the nutrient medium (Fig. 1,
A and B). The heme Fe preference was
further reflected in measurable heme Fe
depletion from the spent media in the
growth culture (Fig. 1, A and B). The in-
tracellular ratio of heme Fe to transferrin Fe
decreased as bacterial cells progressed
through the growth of the culture (Fig. 1B),
suggesting growth phase– dependent
changes in heme Fe usage. Although bac-
terial removal of [54Fe] hemin from the
medium is clearly evident, there is little
difference between the isotopic composi-
tion of the spent media from mid-log, late-
log, and stationary phases. Thus, bacterial
removal of [54Fe] hemin from the medium
is not responsible for the observed growth
phase– dependent decrease in heme Fe pref-
erence. Together, these results not only
demonstrate that S. aureus preferentially
uses [54Fe] hemin over [57Fe] transferrin
but are consistent with a growth phase–
dependent up-regulation of transferrin Fe
or siderophore Fe acquisition systems.

To determine the subcellular localiza-
tion pattern of heme Fe and transferrin Fe,
we removed late-log–phase bacterial cells
from isotopically labeled medium. The bac-
terial cells were fractionated into three sub-
cellular compartments (membrane, cell
wall, and cytoplasm), and the abundance
and isotopic ratio of iron in each compart-
ment was determined by ICP-MS. The data
presented in Fig. 1C show that the iron
isotope ratios varied across subcellular
fractions, suggesting that iron partitions
differentially inside the bacterial cell. The
magnitude of the observed variations in the

Fe isotope ratio of the subcellular fractions
is considerably greater than natural frac-
tionations (5–7 ), requiring an explanation
entirely in terms of the source of iron used.
The ratio of heme Fe to transferrin Fe in the
staphylococcal cytoplasm was less than
that of the growth medium. This suggests
that when heme is present, transferrin is
primarily sorted to the cytoplasm, presum-
ably for iron storage or use in cytoplasmic
metalloproteins. The ratio of heme Fe to
transferrin Fe in the cytoplasmic membrane
was fivefold enriched relative to the culture
medium, suggesting that iron obtained from
heme may be preferentially sorted to this
compartment. This degree of fractionation
on the basis of isotope mass alone may be
due to either the sorting of intact tetrapyrrol
to the membrane or the selective membrane
segregation of iron that has been removed
from exogenously acquired heme. On the
basis of the observation that the gram-pos-
itive cytoplasmic membrane is the primary
site of heme-binding proteins such as cyto-
chromes (12), it seems plausible that iron-
containing tetrapyrrol may be sorted intact
to the membrane and assembled as a cofac-
tor for redox active proteins.

The assay provides a useful method to
identify genes responsible for nutrient pref-
erences by measuring changes in the intracel-
lular isotopic ratio that occur upon gene in-
activation. Analysis of the complete S. aureus
genome identifies seven putative membrane
transport systems possessing homology to
known adenosine triphosphate–binding cas-
sette (ABC)–type iron transporters, four of
which have been previously studied (Fig.

2A). Staphylococcal siderophore transporter
(SstABCD) (13), staphylococcal iron regulat-
ed (SirABC) (14), and ferric hydroxamate
uptake (FhuCBG) (15) are thought to be in-
volved in siderophore Fe transport, whereas
iron-regulated surface determinants (IsdDEF)
is involved in heme Fe transport from scav-
enged hemoglobin (16). Genetic inactivation
of isdDEF does not inhibit growth on heme
Fe as a sole iron source (16), implying that
the primary heme Fe membrane transporter
has yet to be identified. To address the role of
these transport systems in heme Fe and trans-
ferrin Fe usage, each predicted iron transport
system was inactivated through insertional
mutagenesis. The mutagenesis strategy was
designed so as to abrogate the expression of
at least one gene in each transport system.
Inactivation of isdDEF, sirABC, fhuCBG,
sav0609-10, or sav1554-1557 did not alter
the heme preference of S. aureus. Inactiva-
tion of sstABCD resulted in a strain exhibit-
ing a similar iron preference to that of the
wild type at 9 hours (Fig. 2B). However,
samples taken at 12 hours revealed an in-
crease in heme preference (Fig. 2C). This
observation is consistent with the role of
SstABCD in siderophore Fe acquisition and
supports the results presented in Fig. 1, sug-
gesting temporal regulation of iron acquisi-
tion systems.

An alternate set of mutations in a previ-
ously uncharacterized transport system,
which we have named htsABC (heme trans-
port system), exhibited a unique isotopic
profile. Inactivation of either htsB or htsC
resulted in an increased ratio of transferrin
Fe to heme Fe as compared with that of the
wild type at various time points throughout
the growth curve (Fig. 2, B and C), dem-
onstrating that inactivation of HtsABC sig-
nificantly reduces staphylococcal heme Fe
acquisition. Sequence analysis showed that
HtsB and HtsC are ABC transporter per-
meases representing the closest homologs
in the S. aureus genome to HemU (17 ) and
HmuU (18), the heme transport system per-
meases of Yersinia enterocolitica and
Corynebacterium diphtheriae, respectively.
A nucleotide sequence closely resembling
the canonical staphylococcal Fur box (19),
the site to which the iron-dependent repres-
sor Fur binds (20), is located eight nucleo-
tides upstream of the predicted start codon
for HtsA (9), implying that the Hts system
is activated under low-iron conditions.
These observations suggest that the appli-
cation of stable isotope tracking to strains
mutant in predicted nutrient transporters
successfully identified a previously unrec-
ognized iron-regulated heme-transport sys-
tem responsible for the heme Fe preference
of S. aureus.

The strong preference for heme Fe ex-
hibited by S. aureus implies a role for heme

Fig. 2. (A) Genomic ar-
rangement of S. aureus
iron transport systems.
Uncharacterized genes
are denoted by the as-
signed locus tag number
from the complete ge-
nome annotation (S. au-
reus strain MU50) (30).
Mb, megabase. Mea-
surement of iron isotope
ratios in iron-transporter
mutants at 9 hours (B)
and 12 hours (C) of
staphylococcal growth
are displayed in the
same format as in Fig.
1A. Measurements of
whole-cell samples of
strains mutant in sirABC
(yellow square), sav609-
10 (purple square),
fhuCBG (dark blue dia-
mond), sstABCD (gray
circle), isdDEF (light blue
diamond), sav1554-7
(green circle), and htsABC (orange triangles). The thin black line is a best-fit curve through the data points
representing strains mutant in isdDEF, fhuCBG, sirABC, sav1554-7, and sav609-10. The dotted black line is a
best-fit curve through the natural isotopic composition of iron, and the data points representing mutations
in htsB and htsC.
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Fe scavenging during infection. S. aureus
infection of Caenorhabditis elegans, a
nematode that uses heme proteins for oxy-
gen transport (21), leads to intestinal mul-
tiplication of invading microbes, distension
of the worm digestive tract, and staphylo-
coccal killing of animals within 2 to 4 days
(22, 23) (Fig. 3A). Infection of C. elegans
with S. aureus variants lacking either the
htsB or the htsC gene caused a significant
reduction in the ability of staphylococci to
kill infected worms (Fig. 3A).

S. aureus abscess formation in various
organ tissues of intravenously infected
mice more closely resembles human infec-
tions (24, 25 ). Twenty-four hours after in-
travenous infection, mice inoculated with
S. aureus strains inactivated for htsB or
htsC did not exhibit any of the overt signs
of disease associated with wild-type infec-
tion (9). Examination of the organs of mice
96 hours postinfection demonstrated ab-
scess formation in virtually all kidneys
from mice infected with wild-type S. au-
reus (Fig. 3B), whereas abscesses were not
detected in mice infected with htsB and
htsC mutant mice (Fig. 3C). Additionally,
there was a large reduction in the number of
htsB and htsC mutant staphylococci in the
kidneys and livers of infected mice as com-
pared with that of the wild type (Fig. 3, D
and E). The liver is the primary iron sto-
rage organ of mammals and the site of
heme recycling through circulating heme-

hemopexin and hemoglobin-haptoglobin
complexes (26 ). The severe defects in liver
abscess formation of S. aureus �(htsB) or
�(htsC) strains identify the acquisition of
heme Fe at the site of heme recycling as a
previously unknown pathogenic strategy of
staphylococci. During infection, the S. au-
reus Hts system likely acquires additional
heme Fe through hemolysin-mediated
erythrocyte destruction and the subsequent
release of hemoglobin (27 ). Previous work
has revealed that S. aureus strains mutant in
a siderophore synthesis operon display nor-
mal infection kinetics until 6 days after
infection, at which time a substantial de-
crease in animal-associated bacterial counts
is observed (28). Thus, early during infec-
tion staphylococci appear to satisfy their
iron requirements through the most abun-
dant iron source, hemoproteins. Upon
depletion of hemoproteins, or once bac-
teria have occupied niches in the host en-
vironment that are devoid of hemopro-
teins, siderophores assume a vital function
for the acquisition of iron from nonheme
sources.

The inhibition of bacterial iron uptake
has long been considered a promising area
of research toward the creation of novel
therapeutic options (29). Identifying the
nutrient sources preferentially utilized dur-
ing infection allows us to refine drug de-
sign strategies against the primary acquisi-
tion systems of bacteria.
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Fig. 3. S. aureus heme Fe acquisition by means
of Hts is required for infection. (A) Heme Fe
acquisition through the Hts system is required
for C. elegans intestinal infection and S. aureus Newman (wild-type)–mediated host killing
within 48 hours. Error bars show mean � SD. Photographs of kidneys from Balb/c mice infected
with wild-type (B) or isogenic htsC mutant S. aureus (C). Arrowheads mark staphylococcal
abscesses. S. aureus multiplication in infected organs, liver (D), or kidney (E), was measured by
tissue homogenization, dilution, and colony formation on agar medium. Each symbol repre-
sents data from one infected animal. The limit of detection is indicated as a dashed line, and
the horizontal line denotes the mean of the log of the colony forming units. Asterisks denote
statistically significant differences from the wild type as determined by a Student’s t test (P
� .05). CFU, colony forming units.
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SOS Response Induction by
�-Lactams and Bacterial Defense
Against Antibiotic Lethality

Christine Miller,1 Line Elnif Thomsen,2 Carina Gaggero,1*
Ronen Mosseri,1† Hanne Ingmer,1,2‡ Stanley N. Cohen1§

The SOS response aids bacterial propagation by inhibiting cell division during
repair of DNA damage. We report that inactivation of the ftsI gene product,
penicillin binding protein 3, by either �-lactam antibiotics or genetic mu-
tation induces SOS in Escherichia coli through the DpiBA two-component
signal transduction system. This event, which requires the SOS-promoting
recA and lexA genes as well as dpiA, transiently halts bacterial cell division,
enabling survival to otherwise lethal antibiotic exposure. Our findings reveal
defective cell wall synthesis as an unexpected initiator of the bacterial SOS
response, indicate that �-lactam antibiotics are extracellular stimuli of this
response, and demonstrate a novel mechanism for mitigation of antimi-
crobial lethality.

The ability of bacteria to reduce their sus-
ceptibility to antimicrobial drugs impor-
tantly affects both bacterial ecology and the
treatment of infectious diseases. Previously
known mechanisms of bacterial defense
against antibiotics include mutation of the
drug target, inactivation or destruction of
the antimicrobial, and inhibition of antibi-
otic entry (1). We report a mechanistically
novel type of defense mechanism that uses
a bacterial two-component signal transduc-
tion system to induce the SOS response and
temporarily inhibit cell division during
exposure to �-lactam antibiotics, conse-
quently limiting the bactericidal effects of
these drugs.

Two-component signal transduction
systems have a key role in mediating the
response of bacteria to environmental stim-
uli. Normally, receptor-mediated detection
of a stimulus at the cell surface leads to
autophosphorylation of a sensor kinase
component, which then phosphorylates the
effector protein component (i.e., the re-
sponse regulator), enabling the effector to
bind to operator/promoter sequences of tar-
get genes and either increase or repress

transcription (2). DpiA, the effector for the
DpiBA two-component system, not only
regulates transcription (3) but also regu-
lates DNA replication and segregation by
virtue of its uncommon ability to bind to
A�T-rich sequences in the replication ori-
gins of the E. coli chromosome and certain
plasmids (4). Interaction of DpiA with rep-
lication origins competes with binding of
the replication proteins DnaA and DnaB:
When overexpressed, DpiA can interrupt
DNA replication and induce the SOS re-
sponse (4), thereby inhibiting cell division
(4, 5 ).

Previous sequence analysis has suggest-
ed that the adjacent E. coli dpiB and dpiA
genes (3), like their Klebsiella pneumoniae
orthologs citA and citB (6), comprise a
polycistronic operon (Fig. 1A). Polymerase
chain reaction (PCR) analysis using com-
binations of primers corresponding to se-
quences within each of these genes con-
firmed that dpiB and dpiA are encoded by a
common transcript (Fig. 1B). We wished to
identify stimuli that activate the dpiBA
operon; to monitor such activation, we
fused a Hind III–Sma I DNA segment con-
taining the region 5� to dpiB to a lacZ
reporter gene fragment (pHI1508 in Fig.
1A) (3, 7 ). �-Galactosidase synthesis from
this construct was investigated under a va-
riety of growth-limiting conditions known
to activate two-component systems and/or
the SOS response (including growth in me-
dia containing different carbon sources;
starvation for O2, PO4, or carbon; heat or
cold shock; high salt; exposure to ultravio-
let light; culture in stationary phase or in
conditioned media; and concentration to a
high cell density). Whereas none of the
above conditions increased �-galactosidase
synthesis, we observed during our experi-

ments that expression of the reporter gene
was stimulated by exposure of bacteria to
ampicillin and other �-lactam antibiotics
(penicillin, cefuroxan, cephalexin, piperi-
cillin) (Fig. 2A) (7, 8). In contrast, none of
the non–�-lactam categories of antibiotics
we tested activated the dpiBA promoter
(Fig. 2A).

Increased expression of the dpiB and
dpiA operon by �-lactam treatment was
confirmed by quantitative PCR (9) analy-
sis (Fig. 1C), which showed a �-lactam–
dependent fourfold increase in dpiBA tran-
scripts encoded by the E. coli chromosome.
Consistent with these observations was a
concurrent threefold increase in expression
of the E. coli citC gene (Fig. 1C), which is
divergently transcribed from dpiBA (Fig.
1A) and previously was shown to be up-
regulated by overexpression of the DpiA
protein (3). Similarly, lacZ fusions to pro-
moters found in earlier studies to be acti-
vated by DpiA (7 ) showed DpiA-dependent
elevation of expression during treatment
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Fig. 1. Structure and transcripts of the dpiBA
operon. (A) The dpiB and dpiA genes are
aligned in the 5� 3 3� direction; citC is 5� of
the dpiBA promoter/operator region and is
transcribed divergently from it (3). The seg-
ment of the dpiBA operon included in plasmid
pHI1508 (7) is indicated. (B) Agarose gel
electrophoresis showing bands generated by
reverse transcription PCR amplification of E.
coli SC1088 (26 ) RNA using pairs of oligonu-
cleotide primers corresponding to sequences
within dpiB (lane 1, primers a � b), dpiA (lane
2, primers c � d), or both genes (lane 3,
primers a � d). Locations of primer sequenc-
es are indicated in (A). (C) Induction of dpi
transcripts (7) by ampicillin from SC1088
grown at 30°C in the absence (lanes 1, 3, and
5) or presence (lanes 2, 4, and 6) of ampicillin
(4 �g/ml for 4 hours), shown with loading
controls.
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with ampicillin ( Table 1), further establish-
ing the ability of ampicillin to induce the
dpiBA operon. Up-regulation of the dpiB/
lacZ fusion by ampicillin was also observed
in the dpiA null mutant strain (Table 1),
indicating that induction of dpiBA expres-
sion by ampicillin does not require the
DpiA protein.

The lethality of �-lactam antibiotics
stems from their interaction with trans-
membrane penicillin binding proteins
(PBPs) and the consequent disruption of
cell wall integrity (10). Whereas ampicillin
binds to all 12 E. coli PBPs (11), pipericil-
lin and cephalexin, which were among the
�-lactam drugs we found to increase ex-
pression of the dpiBA operon (Fig. 2A),
bind only to PBP3 (12, 13), which suggests
that PBP3 specifically mediates the �-lac-
tam effect. PBP3 is encoded by ftsI, one of
a group of filamentation temperature–sen-
sitive genes implicated in cell division
(14 ), and is a membrane transpeptidase
required for peptidoglycan synthesis at the
septum generated by cell division (15).
Binding of �-lactam antibiotics to PBP3
molecules at the septum inactivates
transpeptidase function, leading to lysis of
dividing cells in bacterial populations (10).

Inactivation of PBP3 also occurs when
cultures of the ftsIts strain, JOE339 ftsI23
(16 ), are shifted to 42°C (14 ). We found
that shift of JOE339 ftsI23 to 42°C in-
creased expression of the dpi/lacZ reporter
gene fusion to a level similar to that ob-
served after addition of ampicillin (4 �g/
ml) to the culture medium (Fig. 2B). In
contrast, expression from the dpi/lacZ fu-
sion was unchanged at 42°C in the parental
strain (Fig. 2C); in a mutant of the rodA
gene, which encodes PBP2 (a transpepti-
dase required for cell wall elongation)
[strain S1 (10)]; or in a ts mutant of ftsZ
[ ftsZ84 in JOE337 (16 )], a filamentation
temperature–sensitive gene involved in
septum ring formation (8). Collectively,

these results strongly suggest that inactiva-
tion of PBP3 is a stimulus for increased
expression of the dpiBA operon.

A biological consequence of DpiA over-
expression is induction of the SOS response
(4); the extent of such induction can be
determined by �-galactosidase synthesis
from a lacZ fusion with the SOS-regulated
promoter of the sfiA gene [e.g., (17, 18)],
which prevents FtsZ polymerization and
inhibits cell division when SOS is activated
(5). Addition of ampicillin (4 �g/ml) to cell
cultures increased lacZ expression from the
fusion construct to a level comparable to
that observed when DpiA was overpro-
duced from a multicopy plasmid (Fig. 3A)
(4 ). However, we observed no change in
sfiA/lacZ expression in bacteria containing
a dpiA null mutation (Fig. 3A); this result
implies that the increase in sfiA expression
by ampicillin requires dpiA function. �-
Galactosidase synthesis by the sfiA/lacZ

fusion construct was also increased by
shifting of the ftsIts strain to 42°C, further
establishing the ability of FtsI/PBP3 inac-
tivation to induce SOS (Fig. 3B). This re-
sult, which identifies SOS as a response to
impaired cell septum synthesis, was also
dependent on an intact dpiA gene (Fig. 3B).

Mutations in recA or lexA that preclude
induction of the SOS response (19) pre-
vented the effects of either ampicillin treat-
ment or temperature shift of the ftsI mutant
strain on expression of the sfiA/lacZ fusion
protein (Fig. 3A) (8), confirming that sfiA
induction by the �-lactam–PBP3–DpiA
pathway is SOS dependent. Still further
confirmation that the observed activation of
sfiA expression by this pathway is due to
induction of the SOS response was provid-
ed by Western blot data showing that the
RecA protein also was elevated by DpiA
overproduction and by inactivation of
PBP3 through ftsI temperature inactivation
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Fig. 2. Induction of the dpi operon
by �-lactam antibiotics. (A)
Expression of the dpi operon as
measured in lacZ– E. coli strain
UT481 by a lacZ reporter fusion to
the dpiB promoter on pHI1508 [in
Miller units (27)]. Bacteria were
grown at 30°C with or without
(black squares) antibiotics. Values
similar to the control without an-
tibiotics were observed after addi-
tion at time zero of kanamycin,
streptomycin, spectinomycin, mi-
tomycin C, chloramphenicol, tet-
racycline, nalidixic acid, rifampicin,
vancomycin, or phosphomycin: Open symbols indicate lacZ expres-
sion after addition at time zero of ampicillin (squares), cephalexin
(diamonds), or pipericillin (circles). [See (7) for concentrations.] All
points represent the average of at least three separate experiments.
(B) Induction of dpiB/lacZ (as measured by �-galactosidase expression

calculated in Miller units) in E. coli JOE339, a lacZ– mutant strain that
carries an ftsIts mutation. Cells were grown at 30°C with (dashed line and
open squares) or without (black squares) ampicillin (4 �g/ml), or at 42°C
in the absence of ampicillin (gray circles). (C) Same as (B) but in MC4100,
the parent of JOE339. For (B) and (C), bars indicate SD.

Table 1. Induction of lacZ fusions by DpiA or ampicillin in wild-type (WT) and mutant strains. Ampicillin
was added at 10 �g/ml and time points were taken after 2 hours of growth at 37°C. DpiA was
overproduced at twice the normal amount from a multicopy plasmid pHI1429 (3). pHI1627 carries a lacZ
fusion to pabA, which has been identified as a gene up-regulated by DpiA (7). pHI1508 carries a lacZ
fusion to the promoter/operator region of dpiB (7). The lacZ– E. coli strain 1088 (26) and null mutations
of dpiA (3), recA, and lexA (7) were used. Values are averages of at least three experiments. �-Galacto-
sidase production is indicated in Miller units (27 ).

lacZ– strain and plasmids Miller units
Induction
ratio

WT � pHI1627 29� 4
� DpiA overproduction 118� 20 4
� ampicillin 185� 20 6.4

dpiA null mutant � pHI1627 16� 5
� ampicillin 18� 1 1

WT � pHI1508 52� 3
� DpiA overproduction 138� 25 2.8
� ampicillin 345� 50 6.6

dpiA null mutant � pHI1508 27� 3
� ampicillin 113� 15 4.1

recA null mutant � pHI1508 24� 3
� ampicillin 80� 8 3.3

lexA null mutant � pHI1508 22� 6
� ampicillin 110� 10 5
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or by ampicillin, and that the effect of
PBP3 inactivation was dependent on an
intact dpiA gene (7 ). The dependence of
�-lactam/PBP3–mediated SOS induction
on dpiA contrasted with the lack of effect of
the dpiA mutation on RecA expression in-
duced by the DNA damaging agent mito-
mycin C (7 ), indicating the distinctive na-
ture of the cell wall–mediated and DNA
damage–mediated paths to SOS induction.

Because �-lactam antibiotics kill only
bacteria that are dividing (20), we hypoth-
esized that the ability of these drugs to
induce the SOS response, and consequently
delay cell division by increasing the ex-
pression of sfiA (5 ), may provide tempo-
rary protection from �-lactam lethality. We
therefore tested wild-type E. coli cells,
dpiA null mutant bacteria, bacteria known
to be unable to generate an SOS response
[i.e., recA mutant cells (19)], and sfiA mu-
tant bacteria (21) for their relative ability to

withstand exposure to ampicillin, as mea-
sured by survival in cultures containing
different concentrations of this antibiotic.
Mutation of dpiA, recA, or sfiA increased
bacterial susceptibility to killing by ampi-
cillin (Fig. 4): 90% of cells mutated in
these genes were unable to form colonies
after 1 hour of exposure to ampicillin (3
�g/ml), whereas the same extent of killing
of wild-type cells required 1 hour of expo-
sure to ampicillin at 9 �g/ml or 4 hours of
exposure at 3 �g/ml. During overnight ex-
posure to pipericillin (2 �g/ml), a PBP3-
specific �-lactam, 10 times as many wild-
type bacteria as dpiA mutant bacteria sur-
vived (0.01% versus 0.001% of cells rela-
tive to the number before addition of
antibiotic). However, the minimum inhibi-
tory concentration of ampicillin required to
permanently inhibit cell growth (1.5 �g/ml)
was unchanged by mutation of dpiB, dpiA,
or both. Thus, although dpiBA-mediated
induction of the SOS response delayed
�-lactam antibiotic lethality, it did not re-
verse the effects of extended exposure to
these drugs.

Our results indicate a hitherto unsus-
pected role for the SOS response in tempo-
rarily halting cell division when the
transpeptidase encoded by the ftsI gene at
the cell septum is functionally impaired,
and additionally demonstrate a novel role
for both the DpiBA two-component system
and the sfiA gene in this process. The con-
sequence of dpiBA operon-dependent in-
duction of SOS by �-lactam antibiotics is
to mitigate the lethal effects of these drugs
on bacteria. Recent evidence indicates that
even subinhibitory concentrations of a va-
riety of antibiotics can modulate transcrip-
tion in bacteria (22), and microarray data
suggest that altered expression of SOS and
other stress response genes are among the
many global changes that can result from
exposure to antibiotics (23, 24 ). Addition-
ally, induction of the SOS response also

can affect the interbacterial transfer of ge-
netic material, increasing dissemination of
antibiotic resistance among microbial pop-
ulations (25 ). The further ability of the
SOS response to enhance the survival of
bacteria exposed to �-lactams identifies the
SOS response as a potential target for drugs
aimed at enhancing the efficacy of �-
lactam antimicrobials.
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Fig. 3. SOS response in-
duced by PBP3 inactiva-
tion. (A) E. coli BR3151, a
lacZ– mutant strain con-
taining a sfiA/lacZ fusion
used to measure the SOS
response (5), was grown in
the absence (black squares)
or presence (open squares)
of ampicillin (4 �g/ml).
Analogous experiments in
the presence of ampicillin
(4 �g/ml) used a dpiA
(open circles) or recA deriv-
ative (open diamonds), which appear as overlapping lines. (B) Expression of the sfiA/lacZ fusion
from ftsIts JOE339 (squares) or dpiA JOE339 (diamonds) was followed by measuring �-galac-
tosidase production (in Miller units) in bacteria grown at 30°C in the absence (black solid lines,
closed symbols) or in the presence (black dashed lines, open symbols) of ampicillin (4 �g/ml),
or at 42°C in the absence of ampicillin (gray lines, closed symbols). Both (A) and (B) are
averages of three separate experiments (7).
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Species Coextinctions and the
Biodiversity Crisis

Lian Pin Koh,1*† Robert R. Dunn,2*‡ Navjot S. Sodhi,1§
Robert K. Colwell,3 Heather C. Proctor,4 Vincent S. Smith5�

To assess the coextinction of species (the loss of a species upon the loss of
another), we present a probabilistic model, scaled with empirical data. The
model examines the relationship between coextinction levels (proportion of
species extinct) of affiliates and their hosts across a wide range of coevolved
interspecific systems: pollinating Ficus wasps and Ficus, parasites and their
hosts, butterflies and their larval host plants, and ant butterflies and their host
ants. Applying a nomographic method based on mean host specificity (num-
ber of host species per affiliate species), we estimate that 6300 affiliate
species are “coendangered” with host species currently listed as endangered.
Current extinction estimates need to be recalibrated by taking species
coextinctions into account.

Rapid population declines and extinctions of
species following the widespread destruction
of natural habitats have been reported across
the natural world (1). Up to 50% of species
are predicted to be lost in the next 50 years (2,
3). This seemingly inevitable biodiversity cri-
sis has galvanized the study of population and
species extinctions (4). However, while in-
vestigations have focused on the pathology of
independent taxon-based extinctions, the pos-
sible cascading effects of species loss, while
acknowledged (5–7), have not been estimat-
ed quantitatively for extinct or endangered
taxa. Such a view underestimates the intricate
processes of species extinctions, especially in
complex ecosystems such as tropical rainfor-
ests, where many species obligately depend
on one another.

The term “coextinction” was first used to
describe the process of the loss of parasitic
insects with the loss of their hosts (5). The
concept has been expanded to describe the de-
mise of a broader array of interacting species,

including predators with their prey (6) and spe-
cialist herbivores with their host plants (7).
Here, we define coextinction as the loss of a
species (the affiliate) upon the loss of another
(the host). The most often cited example is that
of the extinct passenger pigeon (Ectopistes mi-
gratorius) and its parasitic louse (Columbicola
extinctus) (5), although the latter has been
shown to be alive and well on other hosts (8, 9).
More recently, the loss of tropical butterfly
species from Singapore was attributed to the
loss of their specific larval host plants (7).

Here, we apply a simple probabilistic
model to empirical “affiliation matrices”
(host by affiliate presence/absence matrices)
to examine the relationship between affiliate
and host extinctions across a range of co-
evolved interspecific systems: pollinating Fi-
cus wasps and Ficus, primate parasites
(Pneumocystis fungi, nematodes, and lice)
and their hosts, parasitic mites and lice and
their avian hosts, butterflies and their larval
host plants, and ant butterflies and their host
ants. The model estimates the number of
affiliate extinctions as a function of the num-
ber of host extinctions, assuming a random
order of host extinction (10). Figure 1 shows
the predicted coextinction curves for eight
relatively well studied affiliate-host systems.
The coextinction curve is linear for affiliate-
host systems in which each affiliate species
was associated with only one host, such as
Pneumocystis fungi and their primate hosts,
and curvilinear for systems in which at least
some affiliate species have multiple hosts,
such as butterflies and their larval host plants.

This probabilistic model relies on fully
specified affiliation matrices and thus is not
useful for estimating expected numbers of
affiliate extinctions in affiliate-host systems
for which host specificity distributions are
unavailable. To estimate coextinction levels
for these affiliate-host systems, we have de-
veloped a nomographic model of affiliate
extinctions that expresses affiliate extinction
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Fig. 1. Proportion of affiliate species expected to go extinct through coextinction for a given
proportion of host extinction in eight affiliate-host systems: pollinating Agaonidae Ficus wasps–
Ficus, primate Pneumocystis fungi–primates, primate nematodes–primates, primate lice–primates,
seabird lice–seabirds, bird mites–birds, butterflies–host plants, and Lycaenidae ant butterflies–ants.
Coextinction curves were estimated with a rigorous probabilistic model. Briefly, we used an explicit
combinatorial model (20) as implemented in EstimateS 7 (21) to estimate, for each data set, the
number of affiliate species expected to survive, given a decreasing number of surviving host species.
The estimated number of affiliate extinctions for a given number of host extinctions was then
computed by subtracting the number of surviving species from the respective total number of
species. See (10) for details.
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probability as a function of host extinction
probability and mean host specificity (Fig. 2)
(10). This alternative approach is useful for
estimating coextinction levels because mean
host specificity is easier to approximate than
complete host specificity distributions for
many affiliate-host systems. The nomograph-
ic model reveals that affiliate extinction lev-
els can be expected to decrease approximate-
ly log-linearly as the mean number of hosts
increases, for any given level of host extinc-
tion (Fig. 2). The estimated affiliate extinc-
tion probability, A, is described by the equa-
tion

A � (0.35E � 0.43)E1n(s) � E (1)

where E is the host extinction probability
and s is the mean host specificity of the
affiliate species. Affiliate extinction levels
estimated by this equation are highly con-
cordant (concordance correlation Rc �
0.99) with those predicted by the probabi-
listic model for all 20 affiliate-host systems
we analyzed (10).

For selected affiliate-host groups, we
estimate the magnitude of historical affili-
ate extinctions due to the documented loss
of their hosts, as well as future affiliate
extinctions if all their currently endangered
hosts [International Union for Conservation
of Nature and Natural Resources (IUCN)
categories of “critically endangered,” “en-

dangered,” and “vulnerable” (11)] were to
go extinct. We estimate that at least 200
affiliate species have become extinct his-
torically from the extinction of their hosts
in these groups (Fig. 3A), and another 6300
affiliate species are currently “coendan-
gered”—likely to go extinct if their current-
ly endangered hosts in these groups become
extinct (Fig. 3B).

For all but the most host-specific affil-
iate groups (e.g., primate Pneumocystis
fungi and primates), affiliate extinction lev-
els may be modest at low levels of host
extinction but can be expected to rise
quickly as host extinctions increase to lev-
els predicted in the near future (2, 3). This
curvilinear relationship between host and
affiliate extinction levels may also explain,
in part, why so few coextinction events
have been documented to date (10). We
modeled extinction risk as a probability.
The actual numbers of affiliate extinctions
depend on the species richness of affiliate
groups at risk and can be expected to be
substantial for species-rich affiliate taxa
(e.g., beetles, Fig. 3B). Affiliate extinctions
may already have resulted from historical
extinctions of their hosts (Fig. 3A). How-
ever, only a small proportion of the number
of affiliate extinctions that we predict on
probabilistic grounds have been document-
ed (10). The study of the skins or other

remains of extinct potential host organisms
(e.g., birds and mammals) would likely
yield many more coextinct parasites or
mutualists.

Organisms with complex life histories
would be expected to have higher risks of
coextinction over evolutionary time than
those with simpler life histories. For exam-
ple, hummingbird flower mites face extinc-
tion if either the hummingbirds they use for
transport or the flowers on which the mites
depend for nectar and pollen go extinct
(12). Conversely, in interactions where
hosts are associated with many obligately
dependent affiliate species, the loss of the
host will result in the coextinctions of all its
affiliated organisms. For example, the army
ant, Eciton burchelli, hosts no fewer than
100 affiliate species, including springtails,
beetles, mites, and ant birds (13). Many of
these affiliate organisms would hence be
lost were E. burchelli to go extinct (14 ).
Because a disproportionate number of af-
filiate species obligately depend upon them
for their continued existence, species like
E. burchelli may be considered a “keystone
mutualist,” a keystone species in an evolu-
tionary sense (15 ). The ecological impor-
tance and conservation implications of
keystone mutualists deserve further inves-
tigation because their loss will likely result
in multiple extinction cascades.

It might be argued that there is no need
to focus on the endangerment of affiliate
species, because their protection follows
automatically from the protection of their
endangered hosts. Although this may be the
case for some categories of affiliates (e.g.,
obligate endoparasites with simple life cy-
cles), affiliates that depend on complex
ecological interactions between multiple
hosts, or affiliates that have demographic
thresholds more sensitive than those of
their hosts (7, 12) may be at greater risk of
extinction than their hosts. Further, some
affiliates may be lost when their hosts are
intentionally fumigated (16 ). On the other
hand, in some cases declines in host popu-
lations threatened by human activities may
be exacerbated by the negative effects of
affiliates. For example, forest habitat frag-
mentation in North America has favored
the parasitic brown-headed cowbird (Molo-
thrus ater) at the expense of some of its
declining hosts (17 ). In such cases, if other
threats to hosts cannot be remedied, control
of affiliates, even at the risk of their possi-
ble extinction, must be contemplated.
There is no point in attempting to save an
affiliate if its host(s) become extinct in the
process. Although this study is about spe-
cies coextinctions, we expect the loss of
host populations to result in the loss of
affiliate populations. For example, Koh et
al. (7 ) recently reported that local extinc-

Fig. 2. Nomographic model expressing affiliate extinction probability as a function of host
extinction probability and mean host specificity for 20 affiliate-host systems of varying mean host
specificities: pollinating Agaonidae Ficus wasps–Ficus, primate Pneumocystis fungi–primates, pri-
mate nematodes–primates, primate lice–primates, seabird lice–seabirds, bird mites (including
Avenzoariidae, Alloptidae, Analgidae, Proctophyllodidae, Pterolichidae, Pteronyssidae, Ptiloxenidae,
Syringobiidae, and Xolalgidae)–birds, butterflies (including Papilionidae, Nymphalidae, Pieridae,
Lycaenidae, and Hesperiidae)–host plants, and Lycaenidae ant butterflies–ants. See (10) for
method. The affiliate extinction levels predicted by the nomographic model were highly concordant
(concordant correlations Rc � 0.99) with those predicted from the probabilistic model (10).
Symbols and lines represent predicted affiliate extinction levels from the probabilistic and nomo-
graphic models, respectively.
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tions of butterfly species were significantly
correlated with local extinctions of specific
larval host plants (7). The issue of species
or population coextinction has immediate
implications for local conservation and
management decisions.

Species coextinction is a manifestation
of the interconnectedness of organisms in

complex ecosystems. The loss of species
through coextinction represents the loss of
irreplaceable evolutionary and coevolution-
ary history (18, 19). In view of the global
extinction crisis (3), it is imperative that
coextinction be the focus of future research
to understand the intricate processes of spe-
cies extinctions. While coextinction may

not be the most important cause of species
extinctions, it is certainly an insidious one.
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Fig. 3. Predictions of affiliate extinctions from the nomographic and combinatorial models. (A)
Estimated numbers of historically extinct affiliate species based on the number of host species
recorded as extinct. (B) Projected numbers of affiliate species extinctions, were all currently
endangered hosts to go extinct. The first value in parentheses represents the absolute number and
the second value the percentage of species extinct or endangered as predicted by the nomographic
model; the second set of values in parentheses represents predictions from the combinatorial
model for selected affiliate-host groups for which affiliation matrices are available. See (10) for
details.
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action, microarray analysis, or amplification of a single-copy
gene. In addition, an integral ultraviolet light allows convenient
decontamination of the workstation interior betweens runs and
disposable filter tips prevent carryover. The MagAttract Virus Mi-
ni M48 Kit provides a fully automated procedure for simultane-
ous purification of viral DNA and RNA from 400 µl serum and
plasma for sensitive detection in downstream assays. The kit can
be used with a broad range of DNA and RNA viruses for life 
science applications.

CLINPROT 3D PLATFORM
The ClinProt 3D research platform
for metabolic or peptide/protein
biomarker discovery makes use of
high-resolution, high-performance
liquid chromatography followed by

high-mass accuracy mass spectrometry, typically using electron-
spray ionization–time-of-flight for the measurement of poten-
tially thousands of molecules in human body fluids and tissues.
With the intuitive and simple-to-use software, researchers can
visualize a virtual gel, in three-dimensional stacking or contour-
plot mode, or view the data in an average spectra view. The soft-
ware features multiple algorithms for mining information that is
not obvious on initial visual inspection.

ULTRAVIOLET ILLUMINATOR
The FirstLight UV Illuminator for
fluorescent samples delivers even
and uniform ultraviolet (UV) illumi-
nation. The instrument allows accu-
rate and reproducible analysis

quantitation of one-dimensional and two-dimensional elec-
trophoretically separated DNA, RNA, or protein gels. The sensitivi-
ty and dynamic range are consistent across the full illumination
surface for superior results. The edge-to-edge illumination and
the large 25-by-26-cm imaging area, accommodating multiple gel
sizes, ensure consistent uniformity for all gels. The patented de-
sign combines a high-density UV lighting system with a tuned-
phosphor coating and filter assembly to achieve the uniform UV
illumination that is critical for accurate quantitative analysis.

NUCLEOSPIN TISSUE KITS
The NucleoSpin 96 and Nucle-
oSpin 8 Tissue Kits are for purifica-
tion of genomic DNA from a vari-
ety of tissue sources. These tissue

kits are designed for rapid processing of a variable number of
samples without the inconvenience of phenol-chloroform 
extractions. These kits allow the user to choose between pro-
cessing multiples of 8 samples or to use 96-column plates for
high-throughput. The NucleoSpin columns contain special silica
membranes designed to ensure a high DNA binding capacity. The
resulting DNA preparation is suitable for polymerase chain reac-
tion, southern blotting, or any enzymatic reaction.

MINIBLOTTERS
Two new Miniblotters are for pro-
tein immunoblot screening on
membranes blotted from popular
precast gels. The Miniblotters en-
able users to incubate different an-

tibodies with antigens run in separate gel lanes and transferred
to a membrane. The MN18 and MN26 have 18 and 26 channels,
respectively, which match the lanes in BioRad’s Criterion precast
gels. In practice, an intact blotted membrane is mounted directly
in the unit. The patented design creates discrete parallel channels
on the membrane, which act as independent incubation cham-
bers. Each chamber holds sample volumes from 100 to 300 µl. A
patented sealing system ensures that there is no cross-channel
contamination. Miniblotters increase productivity by eliminating
the need to cut, process, and mount individual strips. Applica-
tions include protein immunoblotting, DNA hybridization, and
other membrane-based assays.

CELL LYSATES
The patent-pending Cells-to-Signal
Kit makes use of a chemical lysis
method to create cell lysates in less
than five minutes at room tempera-
ture. The cell lysate can be used di-

rectly for reverse transcription-polymerase chain reaction, bypass-
ing RNA isolation altogether. The kit is suitable for monitoring
small interfering-RNA–induced knockdown. The procedure is high-
ly reproducible, is compatible with a wide variety of cell types, and
offers a single-step procedure that is optimized for high-through-
put analysis, both in manual processing and on robotic platforms.

RT-PCR MASTER MIXES
RT-PCR Master Mix and FideliTaq
RT-PCR Master Mix provide conve-
nience and performance for sensi-
tive and specific, one-step reverse
transcription-polymerase chain 

reaction (RT-PCR) reactions in a single tube. These ready-to-use
mixes are available with Taq DNA Polymerase, optimized for rou-
tine detection, or FideliTaq DNA Polymerase, optimized for high-
fidelity applications. Targets can be detected down to 10 pg of
total RNA and 100 ng of polyA RNA.

Newly offered instrumentation, apparatus, and laboratory materials of interest to re-
searchers in all disciplines in academic, industrial, and government organizations are
featured in this space. Emphasis is given to purpose, chief characteristics, and availabil-
ity of products and materials. Endorsement by Science or AAAS of any products or
materials mentioned is not implied. Additional information may be obtained from the
manufacturer or supplier by visiting www.scienceproductlink.org on the Web, where
you can request that the information be sent to you by e-mail, fax, mail, or telephone.

N EW PRODUCTS
Qiagen

For more information 
800-426-8157

www.qiagen.com
www.scienceproductlink.org

USB Corp
For more information 

216-765-5000
www.usbweb.com

www.scienceproductlink.org

Ambion
For more information 

800-888-8804
www.ambion.com

www.scienceproductlink.org

Immunetics
For more information 

617-896-9100
www.immunetics.com

www.scienceproductlink.org

Bruker Daltronics
For more information 

978-663-3660
www.bruker-biosciences.com

www.scienceproductlink.org

BD Biosciences
For more information 

650-424-8222
www.bdbiosciences.com/clontech
www.scienceproductlink.org

UVP
For more information 

800-452-6788
www.uvp.com

www.scienceproductlink.org
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