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Preface

A new chapter on hearing conservation by our col-
leagues at the Grason-Stadler Company is a particularly
noteworthy addition to this handbook. It reflects the in-
creased concern for hearing damage from noise exposure,
which is now subject to extensive monitoring as a result
of the Occupational Safety and Health Act.

The increased availability and use of more sophisticated
noise measurement systems has led us to expand the section
on analysis into a separate chapter, which includes informa-
tion on digital as well as analog systems.

Many new instruments and an electret transducer that is
new in the measurement field are reviewed here.

Many of the other sections have been revised to bring
them up to date and to present a picture of the present
state of the art from our point of view. Those areas that are
still controversial should be evident from our comments
and the references.

In this edition the references are more specific and more
extensive in order to make it easier for the reader to pursue
a particular subject area more thoroughly than is possible
here, but we have not attempted to produce a comprehen-
sive listing.

We appreciate the comments and corrections received
from users of the previous editions and from our colleagues.
In particular, we gratefully acknowledge the extensive help
received from R. A. Boole, W. R. Kundert, and W. E.
Collins in the preparation of this edition.

Arnold P. G. Peterson
Ervin E. Gross
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Chapter 1
Introduction

During the past decade more and more people have become concerned
with the problem of noise in everyday life. There is danger of permanent
hearing loss when exposure to an intense sound field is long and protective
measures are not taken. This is important to millions of workers, to most
industrial corporations, labor unions, and insurance companies.

The noise problem near many airports has become so serious that many
people have moved out of nearby areas that were once considered pleasant.
The din of high-powered trucks, motorcycles, and “hot” cars annoys nearly
everyone, and one cannot so readily move away from them as from the
airport, because they are almost everywhere.

The increasingly large number of people living in apartments, and the
relatively light construction of most modern dwellings, has accentuated the
problems of sound isolation. In addition, some of the modern appliances, for
example dishwashers, are noisy for relatively long periods, which can be very
vexing, if it interferes with a favorite TV program.

Lack of proper sound isolation and acoustical treatment in the classroom
may lead to excessive noise levels and reverberation, with resulting difficulties
in communication between teacher and class. The school teacher’s job may
become a nightmare because the design was inadequate or altered to save on
the initial cost of the classroom.

High-power electronic amplifiers have brought deafening “music” within
the reach of everyone, and many young people may eventually regret the
hearing loss that is accelerated by frequent exposure to the extremely loud
music they find stimulating.

Of all these problems, noise-induced hearing loss is the most serious. Those
who are regularly exposed to excessive noise should have their hearing
checked periodically, to determine if they are adequately protected. This
approach is discussed in more detail in Chapter IV. In addition, for this
problem as well as the others mentioned, reduction of noise at its source is
often essential. The further step of providing direct protection for the
individual may also be needed.

Much can be done by work on noise sources to reduce the seriousness of
these noise problems. It is not often so simple as turning down the volume
control on the electronic amplifier. But good mufflers are available for trucks,
motorcycles and automobiles; and household appliances can be made quieter
by the use of proper treatment for vibrating surfaces, adequately sized pipes
and smoother channels for water flow, vibration-isolation mounts, and muf-
flers. The engineering techniques for dealing with noise are developing rapid-
ly, and every designer should be alert to using them.

In many instances, the quieter product can function as well as the noisier
one, and the incrcased cost of reducing the noise may be minor. But the
aircraft-noise problem is an example where the factors of safety, perform-
ance, and cost must all be considered in determining the relative benefits to
the public of changes made to cut down the noise.



In any of these, sound-measuring instruments and systems can help to
assess the nature of the problem, and they can help in determining what to do
to subdue the troublesome noise.

The study of mechanical vibration is closely rclated to that of sound,
because sound is produced by the transfer of mechanical vibration to air.
Hence, the process of quieting a machine or device often includes a study of
the vibrations involved.

Conversely, high-energy acoustical noise, such as generated by powerful jet
or rocket engines, can produce vibrations that can weaken structural members
of a vehicle or cause electronic components to fail.

Other important effects of vibration include: human discomfort and
fatigue from excessive vibration of a vehicle, fatigue and rupture of structural
members, and increased maintenance of machines, appliances, vehicles, and
other devices.

Vibration, then, is a source not only of noise, annoyance, and discomfort,
but often of danger as well. The present refinement of high-speed planes,
ships, and automobiles could never have been achieved without thorough
measurement and study of mechanical vibration.

The instruments used in sound and vibration measurement are mainly
clectronic. Furthermore, some of the concepts and techniques developed by
electronics engineers and physicists for dealing with random or interfering
signals (for which they have borrowed the term “noise’’) are now used in
sound and vibration studies.

The purpose of this book is to help those who are faced, possibly for the
first time, with the necessity of making noise measurements. It attempts to
clarify the terminology and definitions used in these measurements, to
describe the measuring instruments and their use, to aid the prospective user
in selecting the proper equipment for the measurements he must make, and
to show how these measurements can be interpreted to solve typical prob-
lems.

Although some may wish to read the chapters of this book in sequence,
many will find it more convenient to consult the table of contents or the
index to find the sections of immediate interest. They then can refer to the
other sections of the book as they need further information. For example, if
hearing conservation is of primary concern, Chapter 4 could be read first.
Chapter 7 (“What Noise and Vibration Measurements Should be Made'’)
could be consulted if a specific noise problem is at hand. The reader can then
find further details on the instruments recommended (Chapter 6) and on the
techniques of use (Chapter 8).

Some sections of this book are marked by a diamond to indicate that they
might well be omitted during an initial reading, since they are highly special-
ized or very technical.



Chapter 2
What are Noise

and Vibration

2.1 INTRODUCTION.,

When an object moves back and forth, it is said to vibrate. This vibration
disturbs the air particles near the object and sets them vibrating, producing a
variation in normal atmospheric pressure. The disturbance spreads and, when
the pressure variations reach our ear drums, they too are set to vibrating. This
vibration of our ear drums is translated by our complicated hearing mecha-
nisms into the sensation we call “sound.”

To put it in more general terms, sound in the physical sense is a vibration
of particles in a gas, a liquid, or a solid. The measurement and control of
airborne sound is the basic subject of this book. Because the chief sources of
sounds in air are vibrations of solid objects, the measurement and control of
vibration will also be discussed. Vibrations of and in solids often have
important effects other than those classified as sound, and some of these will
also be included.

We have mentioned that a sound disturbance spreads. The speed with
which it spreads depends on the mass and on the elastic properties of the
material. In air the speed is about 1100 feet/second (about 750 miles/hour)
or about 340 meters/second; in sea water it is about 1490 meters/second The
speed of sound has been popularized in aerodynamic concepts of the sound
barrier and the supersonic transport, and its effects are commonly observed in
echoes and in the apparent delay between a flash of lightning and the
accompanying thunder.

The variation in normal atmospheric pressure that is a part of a sound
wave is characterized by the rate at which the variation occurs and the extent
of the variation. Thus, the standard tone “A” occurs when the pressure
changes through a complete cycle 440 time. per second. The frequency of
this tone is then said to be 440 hertz, or 440 cycles per second (abbreviated
“Hz” and “c/s”, respectively). “Hertz”” and “cycles per second” are synony-
mous terms, but most standardizing agencies have adopted ‘‘hertz” as the
preferred unit of frequency.

Many prefixes are used with the unit of frequency, but the one that is
common in acoustics and vibrations is *kilo-,” abbreviated *k”’, which stands
for a factor of 1000. Thus, 8000 Hz or 8000 c/s becomes 8 kHz or 8 kc/s.

The extent of the variation in pressure is measured in terms of a unit called
the “microbar*”, which is approximately one-millionth of the normal atmos-
pheric pressure (standard atmospheric pressure = 1,013,250 microbars), or in
terms of newtons per square meter, which is 10 microbars. Actually, these
units are not often mentioned in noise measurement. Results are stated in
decibels.

*Here, the prefix “‘micro” stands for a factor of one-millionth, and that prefix is
abbreviated by the use of the Greek letter “u’’ (mu). Thus “uN’’ stands for 0.000001
newton.



2.2 THE DECIBEL - WHAT IS IT?

Although to many laymen the decibel (abbreviated ‘““dB”) is uniquely
associated with noise measurements, it is a term borrowed from electrical-
communication engincering, and it represents a relative quantity. When it is
uscd to cxpress noise level, a reference quantity is implied. Usually, this
reference value is a sound pressure of 20 micronewtons per squarc meter
(abbreviated 20 uN/m?). For the present, the reference level can be referred
to as ‘0 decibels,” the starting point of the scale of noise levels. This starting
point is about the level of the weakest sound that can be heard by a person
with very good hearing in an extremely quiet location. Other typical points
on this scale of noise levels are shown in Figure 2-1. For example, the noise

TYPICAL A-WEIGHTED SOUND LEVELS
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Figure 2-1. Typical A-weighted sound levels measured with a sound-level meter. These
values are taken from the literature. Sound-level measurements give only part of the
information usually necessary to handle noise problems, and are often supplemented by
analysis of the noise spectra.



level in a large office usually is between 50 and 60 decibels. Among the very
loud sounds are those produced by nearby airplanes, railroad trains, riveting
machines, thunder, and so on, which are in the range near 100 decibels. These
typical values should help the newcomer to develop a feeling for this term
“‘decibel”” as applied to sound level.

For some purposes it is not essential to know more about decibels than the
above general statements. But when we need to modify or to manipulate the
measured decibels, it is desirable to know more specifically what the term
means. There is then less danger of misusing the measured values. From a
strictly technical standpoint, the decibel is a logarithm of a ratio of two
values of power, and equal changes in decibels represent equal ratios.

Although we shall use decibels for giving the results of power-level calcula-
tions, the decibel is most often used in acoustics for expressing the sound-
pressure level and the sound level. These are extensions of the original use of
the term, and all threc expressions will be discussed in the following sections.
First, however, it is worthwhile to notice that the above quantities include
the word “level.” Whenever level is included in the name of the quantity, it
can be expected that the value of this level will be given in decibels or in some
related term and that a reference power, pressure, or other quantity is stated
or implied.

2.3 POWER LEVEL.

Because the range of acoustic powers that are of interest in noise measure-
ments is about one-billion-billion to one (10'8:1), it is convenient to relate
these powers on the decibel scale which is logarithmic. The correspondingly
smaller range of numerical values is easier to use and, at the same time, some
calculations are simplified.

ThePdecibel scale can be used for expressing the ratio between any two
powers; and tables for converting from a power ratio to decibels and vice
versa are given in Appendix I of this book. For example, if one power is four
times another, the number of decibels is 6; if one power is 10,000 times
another, the number is 40 decibels.

It is also convenient to express the power as a power level with respect to a
reference power. Throughout this book the reference power will be 1072
watt. Then the power level (PWL) is defined as

PWL = 10log % dB re 10" ? wart

where W is the acoustic power in watts, the logarithm is to the base 10, and re
means referred to. This power level is conveniently computed from

PWL = 10log W+ 120

since 1071 % as a power ratio corresponds to —120 dB. The quantity 10 log W,
which is the number of decibels corresponding to the numerical value of
watts, can be readily obtained from the decibel tables in the Appendix. For
example, 0.02 watt corresponds to a power level of

—17 +120 = 103 dB.



ACOUSTIC POWER

POWER POWER LEVEL SOURCE
(WATTS) (DB RE 1012 wATT)
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Figure 2-2. Typical power levels for various acoustic sources. These levels bear no simple
relation to the sound levels of Figure 2-1.



Some typical power levels for various acoustic sources are shown in Figure
2-2.

No instrument for directly measuring the power level of a source is
available. Power levels can be computed from sound-pressure measurements.

2.4 SOUND-PRESSURE LEVEL.

[t is also convenient to use the decibel scale to express the ratio between
any two sound pressures; tables for converting from a pressure ratio to
decibels and vice versa are given in the Appendix. Since sound pressure is
usually proportional to the square root of the sound power, the sound-pres-
sure ratio for a given number of decibels is the square root of the correspond-
ing power ratio. For example, if one sound pressure is twice another, the
number of decibels is 6; if one sound pressure is 100 times another, the
number is 40 decibels.

The sound pressure can also be expressed as a sound-pressure level with
respect to a reference sound pressure. For airborne sounds this reference
sound pressure is generally 20 uN/m?. For some purposes a reference pressure
of one microbar (0.1 N/m?) has been used, but throughout this book the
value of 20 uN/m? will always be used as the reference for sound-pressure
level. Then the definition of sound-pressure level (SPL) is

SPL = 20log dB re 20 micronewtons/meter squared

P
.00002
where P is the root-mean-square sound pressure in newtons/meter squared for
the sound in question. For example, if the sound pressure is 1 N/m?, then the

corresponding sound-pressure ratio is

1
W or 50000.

From the tables, we find that the pressure level is 94 dB re 20 uN/m? . If
decibel tables are not available, the level can, of course, be determined from a
table of logarithms.

The instrument used to measure sound-pressure level consists of a2 micro-
phone, attenuator, amplifier, and indicating meter. This instrument must have
an over-all response that is uniform (“flat’) as a function of frequency, and
the instrument is calibrated in decibels according to the above equation.

The position of the selector switch of the instrument for this measurement
is often called “FLAT"” or “20-kHz" to indicate the wide frequency range
that is covered. The result of a measurement of this type is also called
“over-all sound-pressure level.”

2.5 SOUND LEVEL.

The apparent loudness that we attribute to a sound varies not only with
the sound pressure but also with the frequency (or pitch) of the sound. In
addition, the way it varies with frequency depends on the sound pressure. If
this effect is taken into account to some extent for pure tones, by “weight-
ing” networks included in an instrument designed to measure sound-pressure
level, then the instrument is called a sound-level meter. In order to assist in
obtaining reasonable uniformity among different instruments of this type, the
American National Standards Institute (formerly, USA Standards Institute
and American Standards Association), in collaboration with scientific and
engineering societies, has established a standard to which sound-level meters
should conform.



The current American National Standard Specification for Sound-Level
Meters (ANSI S1.4-1971) requires that three alternate frequency-response
characteristics be provided in instruments designed for general use (see Figure
2-3)*. These three responses are obtained by weighting networks designated
as A, B, and C. Responses A, B, and C selectively discriminate against low and
high frequencies in accordance with certain equaldoudness contours, which
will be described in a later section.
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Figure 2-3. Frequency-response characteristics in the American National Standard Spec-
ification for Sound-Level Meters, ANSI-S1.4-1971.

Whenever one of these networks is used, the reading obtained should be
described as in the following examples: the “A-weighted sound level is 45
dB” *“sound level (A) = 45 dB,” or “SLA = 45 dB”. In a table, the
abbreviated form “L " with the unit “dB” is suggested, or where exceptional
compactness is necessary, “‘dB(A).” The form ‘“dBA” has also been used, but
this notation implies that a new unit has been introduced and is therefore not
recommended. Note that when a weighting characteristic is used, the reading
obtained is said to be the *“‘sound level.**”” Only when the over-all frequency
response of the instrument is flat are sound-pressure levels measured. Since
the reading obtained depends on the weighting characteristic used, the charac-
teristic that was used must be specified or the recorded level may be useless.
A common practice is to assume A-weighting if not otherwise specified.

It is often recommended that readings on all noises be taken with all three
weighting positions. The three readings provide some indication of the fre-
quency distribution of the noise. If the level is essentially the same on all
three networks, the sound probably predominates in frequencies above 600
Hz. If the level is greater on the C network than on the A and B networks by
several decibels, much of the noise is probably below 600 Hz.

In the measurement of the noise produced by distribution and power
transformers, the difference in readings of level with C-weighting and A-

*The current international standards and most national standards on sound-level meters
specify these same three responses.

** It was customary, if a single sound-level reading was desired, to select the weighting
osition according to level, as follows: for levels below §5 dB, A weighting, for levels
rom 55 dB to 85 dB, B weighting; and for levels above 85 dB. C weighting. Now,

however, the A-weighted sound level is the one most widely used regardless of level. See
paragraph 3.16.3.



weighting networks (Lc-La) is frequently noted. (This difference in decibels
is called the *“harmonic index” in that application only.) It serves, as indi-
cated above, to give some idea of the frequency distribution of the noise. This
difference is also used in other noise-rating techniques in conjunction with
the A-weighted sound level.

2.6 COMBINING DECIBELS.

A number of possible situations require the combining of several noise
levels stated in decibels. For example, we may want to predict the effect of
adding a noisy machine in an office where there is already a significant noise
level, to correct a noise measurement for some existing background noise, to
predict the combined noise level of several different noise sources, or to
obtain a combined total of several levels in different frequency bands.

In none of these situations should the numbers of decibels be added
directly. The method that is usually correct is to combine them on an energy
basis. The procedure for doing this is to convert the numbers of decibels to
relative powers, to add or subtract them, as the situation may require, and
then convert back to the corresponding decibels. By this procedure it is easy
to see that a noise level of 80 decibels combined with a noise level of 80
decibels yields 83 decibels and not 160 dB A table showing the relation
between power ratio and decibels appears in Appendix I. A chart for combin-
ing or subtracting different decibel levels is shown in Appendix II.

The single line chart of Figure 2-4 is particularly convenient for adding
noise levels. For example, a noisy factory space has a present A-weighted level
at a given location of 82 dB. Another machine is to be added 5 feet away.
Assume it’s known from measurements on the machine, that at that location
in that space, it alone will produce an A-weighted level of about 78 dB. What
will the over-all level be when it is added? The difference in levels is 4 dB. If
this value is entered on the line chart, one finds that 1.5 dB should be added
to the higher level to yield 83.5 dB as the resultant level.

2.7 VIBRATION.

Vibration is the term used to describe continuing or steady-state periodic
motion. The motion may be simple harmonic motion like that of a pendu-
lum, or it may be complex like a ride in the “whip” at an amusement park.
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Figure 2-4. Chart for combining noise levels.
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The motion may involve tiny air particles that produce sound when the rate
of vibration is in the audible frequency range (20 to 20,000 Hz), or it may
involve, wholly or in part, structures found in machinery, bridges, or battle-
ships. Usually the word vibration is used to describe motions of the latter
types, and is classed as solid-borne, or mechanical, vibration.

Many important mechanical vibrations lie in the frequency range of 1 to
2,000 Hz (corresponding to rotational speeds of 60 to 120,000 rpm). In some
specialized fields, however, both lower and higher frequencies are important.
For example, in seismological work, vibration studies may extend down to a
small fraction of a Hz, while in loudspeaker-cone design, vibrations up to
20,000 Hz must be studied.

2.7.1 Natuie of Vibratory Motion. Vibration problems occur in so many
devices and operations that a listing of these would be impractical. Rather, we
shall give a classification on the basis of the vibratory motion, together with
numerous examples of where that motion occurs, to show the practical
application. The classes of vibratory motion that have been selected are given
in Table 2-1. They are not mutually exclusive and, furthermore, most devices
and operations involve more than one class of vibratory motion.

Table 2-1
NATURE OF VIBRATORY MOTION

Torsional or twisting vibration Flexural and plate-mode

Examples:

Reciprocating devices
Gasoline and diesel engines
Valves
Compressors
Pumps

Rotating devices
Electric motors
Fans
Turbines
Gears
Turntables
Puileys
Propellers

Bending vibration
Examples:
Shafts in motors, engines
String instruments
Springs
Belts
Chains
Tape in recorders
Pipes
Bridges
Propellers
Transmission lines
Aircraft wings
Reeds on reed instruments
Rails
Washing machines

vibration

Examples:
Aircraft
Circular saws
Loudspeaker cones
Sounding boards
Ship hulls and decks
Turbine blades
Gears
Bridges
Floors
Walls

Translational, axial, or
rigid-body vibration
Examples:

Reciprocating devices
Gasoline and diesel engines
Compressors
Air hammers
Tamping machines
Shakers
Punch presses

Autos

Motors

Devices on vibration mounts

Extensional and shear vibration

Examples:
Transformer hum

Hum in electric motors
and generators

Moving tapes
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Belts
Punch presses
Tamping machines

Intermittent vibration

{mechanical shock)

Exampies:.
Blasting
Gun shots
Earthquakes
Drop forges
Heels impacting floors
Typewriters
Ratchets
Geneva mechanisms
Stepping motors
Autos
Catapults
Planers
Shapers
Chipping hammers
Riveters
Impact wrenches

Random and
miscellaneous motions
Examples:
Combustion
Qcean waves
Tides
Tumblers
Turbulence
Earthquakes
Gas and fluid motion
and their interaction
with mechanisms



2.7.2 Vibration Terms. Vibration can be measured in terms of displace-
ment, velocity, acceleration and jerk. The easiest measurement to understand
is that of displacement, or the magnitude of motion of the body being
studied. When the rate of motion (frequency of vibration) is low enough, the
displacement can be measured directly with the dial-gauge micrometer. When
the motion of the body is great enough, its displacement can be measured
with the common scale.

In its simplest case, displacement may be considered as simple harmonic
motion, like that of the bob of a pendulum, that is, a sinusoidal function
having the form

X = A sin wt (1)

where A is a constant, w is 27 times the frequency, and t is the time, as
shown in Figure 2-5. The maximum peak-to-peak displacement, also called
double amplitude, (a quantity indicated by a dial gauge) is 2A, and the
root-mean-square (rms) displacement is AA/2 (=0.707A). The average (full-
wave rectified average) value of the displacement 1s 2A/n (=0.636A), while
the “average double amplitude” (a term occasionally encountered) would be
4A/m (=1.272A). Displacement measurements are significant in the study of
deformation and bending of structures.

X T
A
b

Figure 2-5. A simple sinusoidal function.

When a pure tone is propagated in air, the air particles oscillate about their
normal position in a sinusoidal fashion. We could then think of sound in
terms of the instantaneous particle displacement and specify its peak and rms
value. But these displacements are so very small that they are very difficult to
measure directly.

In many practical problems displacement is not the important property of
the vibration. A vibrating mechanical part will radiate sound in much the
same way as does a loudspeaker. In general, velocities of the radiating part
(which corresponds to tke cone of the loudspeaker) and the air next to it will
be the same, and if the distance from the front of the part to the back is large
compared with one-half the wavelength of the sound in air, the actual sound
pressure in air will be porportional to the velocity of the vibration. The sound
energy radiated by the vibrating surface 1s the product of the velocity squared
and the resistive component of the air load. Under these conditions it is the
velocity of the vibrating part and not its displacement that is of greater
importance.

Velocity has also been shown by practical experience to be the best single
criterion for use in preventive maintenance of rotating machinery. Peak-to-
peak displacement has been widely used for this purpose, but then the
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amplitude selected as a desirable upper limit varies markedly with rotational
speed.

Velocity is the time rate of change of displacement, so that for the
sinusoidal vibration of equation (1) the velocity is:

v = wAcoswt (2)

“Thus velocity is proportional to displacement and to frequency of vibration.

The analogy cited above covers the case where a loudspeaker cone or
baffle is large compared with the wavelength of the sound involved. In most
machines this relation does not hold, since relatively small parts are vibrating
at relatively low frequencies. This situation can be compared to a small
loudspeaker without a baffle. At low frequencies the air may be pumped back
and forth from one side of the cone to the other with a high velocity, but
without building up much of a pressure or radiating much sound energy
because of the very low air load, which has a reactive mechanical impedance.
Under these conditions an acceleration measurement provides a better meas-
urc of the amount of noise radiated than does a velocity measurement.

In many cases of mechanical vibration, and especially where mechanical
failure is a consideration, the actual forces set up in the vibrating parts are
important factors. The acceleration of a given mass is proportional to the
applied force, and a reacting force equal but opposite in direction results.
Members of a vibrating structure, therefore, exert forces on the total struc-
ture that are a function of the masses and the accelerations of the vibrating
parts. For this reason, acceleration measurements are important when vibra-
tions are severe enough to cause actual mechanical failure.

Acceleration is the time rate of change of velocity, so that for a sinusoidal
vibration,

a = w? Asinwt (3)

It is proportional to the displacement and to the square of the frequency or
the velocity and the frequency.

Jerk is the time rate of change of acceleration. At low frequencies this
change is related to riding comfort of autos and elevators and to bodily
injury. It is also important for determining load tiedown in planes, trains, and
trucks.

2.7.3 Acceleration and Velocity Level. Some use is now being made of
“acceleration level” and “velocity level,” which, as the names imply, express
the acceleration and velocity in decibels with respect to a reference accelera-
tion and velocity. The reference value of 10°® m/s (10°® cm/s) for velocity
and 107 m/s? (107 cm/s?) for acceleration are now used, although other
references have been proposed.

2.7.4 Nonsinusoidal Vibrations. Equations (1), (2), and (3) represent only
sinusoidal vibrations but, as with other complex waves, complex periodic
vibrations can also be represented as a combination of sinusoidal vibrations
often called a Fourier series. The simple equations may, therefore, be expand-
ed to include as many terms as desirable in order to express any particular
type of vibration. For a given sinusoidal displacement, velocity is proportion-
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al to frequency and acceleration is proportional to the square of the frequen-
cy, so that the higher-frequency components in a vibration are progressively
more important in velocity and acceleration measurements than in displace-
ment readings.

2.8 SUMMARY.
2.8.1 Sound. Reference quantities (ANSI S1.8-1969) and relations pre-
sented in this chapter included the following:
Reference sound pressure: 20 micronewtons/square meter (20 uN/m?)*
Reference power: 107'? watt.**

w
Power level PWL = 10 log 5 dBre 1071 2 watt.
10

where W is the acoustic power in watts.

= P B re 30 UN/m?2
Sound pressure level: SPL = 20 log 00002 dB re 20 uN/m
where P is the root-mean-square sound pressure in newtons/square meter.
(Logarithms are taken to the base 10 in both PWL and SPL calculations.)
Important concepts that aid in interpreting noise measurement results can
be summarized as follows:
To measure sound level, use a sound-level meter with one or more of its
frequency-response weightings (A, B, and C).
To measure sound-pressure level, use a sound-level meter with the controls
set for as uniform a frequency response as possible.
Decibels are usually combined on an energy basis, not added directly.
Speed of sound in air:
at 0°C is 1087 ft/s or 331.4 m/s
at 20°C is 1127 ft/s or 343.4 m/s

Pressure Level

Pressure re 20 uN/m?
1 Newton/m? 94 dB
1 microbar 74 dB
1 pound/ft.? 1276 dB
1 pound/in.? 1708 dB
1 atmosphere 1941 dB

NOTE: The reference pressure and the reference power have been selected
independently because they are not uniquely related.

2.8.2 Vibration. Displacement is magnitude of the motion.
Velocity is the time rate of change of displacement.
Acceleration is the time rate of change of velocity.

Jerk is the time rate of change of acceleration.

Reference quantities:

Velocity: 10® meters/second (10°® cm/s)
Acceleration: 1075 meters/second/second (1073 cmys?)

*At one time the reference for a sound-level meter was taken as 107" 2 watt/square
meter. For most practical purposes, this reference is equivalent to the presently used
pressure. This earlier reference value is 7ot a reference for power, since it is power
divided by an area. The pressure 20 uN/m? is also expressed as 2 x 10-° newton/square
meter, 0.0002 microbar, or 0.0002 dynefcm?.

**A reference power of 107’ watt is also used in the USA, and has been used in very
early editions of this handbook, but the reference power of 10" * watt is preferred
(ANSI S51.8-1969).
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Chapter 3

What Noise and Vibration
Do and How Much Is

Acceptable

3.1 WHY WE MEASURE NOISE.

<_That very intense noise may cause hearing loss, that we are annoyed by a
noisy device and a noisy environment, or that noise may interfere with our
sleep, our work, and our recreation is frequently the basic fact that leads to
noise measurements and attempts at quieting\.y\ln order to make the most
significant measurements and to do the job of quieting most efficiently, it is
clearly necessary to learn about these effects of noise. We seek to estimate
from these effects what levels of noise are acceptable, and thus establish
suitable noise criteria. Then if we measure the existing noise level, the
difference between this level and the acceptable level is the noise reduction
necessary.

Unfortunately, not all the factors involved in annoyance, interference, and
hearing loss are known at present. Nor are we yet sure how the known factors
can best be used. But a brief discussion of our reactions to sounds will serve
to show some of the factors and their relative significance. This information
will be useful as a guide for selecting electronic equipment to make the most
significant measurements for the problem at hand.

3.2 PSYCHOACOUSTICAL EXPERIMENTS.

Scientists and engineers have investigated many aspects of man’s reactions
to sounds (Stevens, 1951). For example, they have measured the levels of the
weakest sounds that various observers could just hear in a very quiet room
(threshold of hearing), they have measured the levels of the sounds that are
sufficiently high in level to cause pain (threshold of pain), and they have
measured the least change in level and in frequency that various observers
could detect (differential threshold). These experimenters have also asked
various observers to set the levels of some sounds so that they are judged
equal in loudness to reference sounds (equal loudness), and they have asked
the observers to rate sounds for loudness on a numerical scale.

In order to get reliable measures of these reactions, the experimenters have
to simplify the conditions under which people react to sounds. This simplifi-
cation is mainly one of maintaining unchanged as many conditions as possible
while a relatively few characteristics of the sound are varied. Some of the
conditions that have to be controlled and specified are the following: the
physical environment of the observer, particularly the background or ambient
level; the method of presenting the changing signals, including the order of
presentation, duration, frequency, and intensity; the selection of the observ-
ers; the instructions to the observers; the experience of the observers in the
specific test procedure; the normal hearing characteristics of the observers;
the responses; and the method of handling the data.
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Variations in the conditions of the measurement will affect the result.
Such interaction is the reason for requiring controlled and specified condi-
tions. It is desirable to know, however, how much the various conditions do
affect the result. For example, small changes in room temperature are usually
of little significance. But if the observer is exposed to a noise of even
moderate level just before a threshold measurement, the measured threshold
level will, temporarily, be significantly higher than normal.

The basic method used by the observer to present his reaction to the
signals is also important in the end result. Numerous methods have been
developed for this presentation. Three of these psychophysical methods are as
follows:

1. In the method of adjustment, the observer sets an adjustable control to

the level he judges suitable for the test.

2. In the method of the just-noticeable difference, the observer states

when two signals differ sufficiently, so that he can tell they are different.

3. In the method of constant stimuli, the observer states whether two

signals are the same, or which is the greater, if they seem to differ.

The approach an observer takes in making a decision is significant. If an
observer attempts to detect a signal that is sometimes present in a background
of noise, four possible conditions exist. With the signal present or absent, he
may respond that it is or is not present. The choice he makes can be
influenced by the instructions. On the one hand, he may be told that false
alarms are serious crrors and that he should respond that the signal is present
only if he is very certain of it. Or he may be told that occasional false alarms
are unimportant. These different instructions will produce different ap-
proaches to the decision problem and will affect the results of the experi-
ment. These factors have been organized in modern detection theory (Green
and Swets, 1966) to permit a quantitative approach to such psychoacoustic
problems by the use of a “receiver-operating characteristic,” usually called
“ROC.” Experiments based on this theory have also shown that earlier
concepts of a “threshold” are oversimplified. We shall, however, use the term
threshold here without attempting to define it accurately, since it is a readily
accepted concept, and it is adequate for the present discussion.

When psychoacoustical experiments are performed, the resultant data
show variability in the judgments of a given observer as well as variability in
the judgments of a group of observers. The data must then be handled by
statistical methods, to obtain an average result as well as a measure of the
deviations from the average. In general, it is the average result that is of most
interest but the extent of the deviations is also of value, and in some
experiments these deviations are of major interest.

The deviations are not usually shown on graphs of averaged psychoacous-
tical data, but they should be kept in mind. To picture these deviations one
might think of the curves as if they were drawn with a wide brush instead of a
fine pen.

The measured psychoacoustical responses also have a certain degree of
stability, although it is not the degree of stability that we find in physical
measurements. In the normal course of events, if one’s threshold of hearing is
measured today, a similar measurement tomorrow should give the same
threshold level within a few decibels.

In the process of standardizing the measurement conditions for the sake of
reliability and stability, the experiments have been controlled to the point
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where they do not duplicate the conditions encountered in actual practice.
They are then useful mainly as a guide in interpreting objective measurements
in subjective terms, provided one allows for those conditions that seriously
affect the result. As a general rule, the trend of human reactions to changes in
the sound is all that can be estimated with validity. A conservative approach
in using psychoacoustical data, with some margin as an engineering safety
factor, is usually essential in actual practice.

3.3 THRESHOLDS OF HEARING AND TOLERANCE.

Many experimenters have made measurements of the threshold of hearing
of various observers. When young persons with good hearing are tested, a
characteristic similar to that labeled minimum audible field (MAF) in Figure
3-1 is usually obtained. This shows the level of the simple tone that can just
be heard in an exceptionally quiet location under free-field conditions (see
Chapter 8 for an explanation of “free-field”) as a function of the frequency
of the tone. For example, if a simple tone having a frequency of 250 Hz
(about the same as the fundamental frequency of middle C) is sounded in a
very quiet location, and if its sound-pressure level is greater than 12 dB re 20
uN/m? at the ear of the listener, it will usually be heard by a young person.

The results of two of the classical determinations of the minimum audible
field are shown in the figure. Both were very carefully done. The values
shown by the crosses were obtained by Munson on a group of 8 men and 2
women, average age of 24 (Sivian and White, 1933), when only a few
laboratories could make accurate acoustical measurements. The values shown
by the circles are a result of the extensive set of measurements made by
Robinson and Dadson (1956) on 51 young people, average age of 20. The
smooth curve is the one given in the international standard, ISO R226-1967.

Some variation in the threshold of a person can be expected even if the
experiments are carefully controlled. Threshold determinations made in rapid
succession may possibly differ by as much as 5 dB, and with longer intervals
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more variation between particular values is possible. But the average of a
number of threshold measurements will generally be consistent with the
average of another set to within less than 5 dB.

The variability among individuals is, of course, much greater than the
day-to-day variability of a single individual. For example, the sensitivity of
some young people is slightly better than that shown in Figure 3-1 as the
minimum audible field, and, at the other extreme, some people have no
usable hearing. Most noise-quieting problems, however, involve people whose
hearing characteristics, on the average, are only somewhat poorer than shown
in Figure 3-1.

The threshold curve (Figure 3-1) shows that at low frequencies the
sound-pressure level must be comparatively high before the tone can be
heard. In contrast we can hear tones in the frequency range from 200 to
10,000 Hz even though the levels are very low. This variation in acuity of
hearing with frequency is one of the reasons that in most noise problems it is
essential to know the frequency composition of the noise. For example, is it
made up of a number of components all below 100 Hz? Or are they all
between 1000 and 5000 Hz? The importance of a given sound-pressure level
is significantly different in those two examples.

The upper limit of frequency at which we can hear air-borne sounds
depends primarily on the condition of our hearing and on the intensity of the
sound. This upper limit is usually quoted as being somewhere between 16,000
and 20,000 Hz. For most practical purposes the actual figure is not impor-
tant.

Many hearing-threshold measurements are made by otologists and audiolo-
gists and other hearing specialists in the process of analyzing the condition of
a person’s hearing. An instrument known as an “audiometer” is used for this
purpose. Why and how this instrument is used is covered in Chapter 4.

When a sound is very high in level, one can feel very uncomfortable
listening to it. The *“Discomfort Threshold” (Silverman, 1947), shown in
Figure 3-1 at about 120 dB, is drawn in to show the general level at which
such a reaction is to be expected for pure tones. At still higher levels the
sound will become painful and the order of magnitude of these levels
(Silverman, 1947) is also shown in Figure 3-1. The thresholds for discomfort
are significantly lower (about 10 dB) on initial exposure and rise after
repeated exposures to such high levels.

3.3.1 Hearing Loss with Age — Presbycusis. The expected loss in hearing
sensitivity with age has been determined by statistical analysis of hearing-
threshold measurements on many people. An analysis of such data has given
the results shown in Figure 3-2 (Spoor, 1967). This set of curves shows, for a
number of simple tones of differing frequencies, the extent of the shift in
threshold that we can expect, on the average, as we grow older. It is shown
there that the loss becomes increasingly severe at higher frequencies, and it is
obvious that an upper hearing-frequency-limit of 20,000 Hz applies only to
young people.

The curves shown are given in terms of the shift with respect to thc
25-year age group. The shifts in hearing sensitivity represent the effects of a
combination of aging (presbycusis) and the normal stresses and nonoccupa-
tional noises of modern civilization (sociocusis) (Glorig, 1958). Such curves
are usually called “presbycusis curves,” even though they do not represent
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pure physiological aging, and they are used to help determine if the hearing of
an older person is about what would be expected.

3.3.2 Hearing Loss From Noise Exposure. Exposure to loud noise may
lead to a loss in hearing, which will appear as a shift in the hearing threshold.
This effect of noise is so important that the next chapter is devoted to it.

3.3.3 Other Causes of Hearing Loss. There are so many possible contribut-
ing factors to hearing loss (Davis and Silverman, 1970) that we cannot review
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them here. But to remind one that aging and noise are only two of the many
possible factors, here are some of the more obvious contributors — congenital
defects, anatomical injuries, and disease.

3.4 “WHAT NOISE ANNOYS AN OYSTER?”

No adequate measures of the annoyance levels of noises have yet been
devised. Various aspects of the problem have been investigated, but the
psychological difficulties in making these investigations are very great. For
example, the extent of our annoyance depends greatly on what we are trying
to do at the moment, it depends on our previous conditioning, and it depends
on the character of the noise.

The annoyance level of a noise is sometimes assumed to be related directly
to the loudness level of the noise. Aithough not completely justifiable, this
assumption is sometimes helpful because a loud sound is usually more
annoying than one of similar character that is not so loud.

This approach is one of the reasons that many experiments have been
made on judged loudness of various sounds, and procedures have been
developed for predicting the loudness of noise from physical measurements.
Some of the results of these experiments will be reviewed in the next section.
In addition other experiments have been made in which listeners have been
asked to judge noises for their “noisiness,” ‘‘unacceptability,” “‘objectionabil-
ity,” “annoyingness,” or on how “disturbing” they were. Some of these
experiments have led to the concept of “perceived noise level” and “noisi-
ness.” Since perceived noise level has been used widely, it too is described in
more detail below.

In a comprehensive review of such experiments Stevens (1972) shows how
remarkably similar most of the results are. One is led to the conclusions that
these distinct terms do not produce really significant differences in judgment
at least for the controlled experimental conditions. He has used the available
evidence to produce a new, but related, procedure for predicting the “per-
ceived level” and the “perceived magnitude’ from physical measurements of
a noise. This procedure, called “Mark VII,” is also described below.
<One conclusion that can be drawn from these experiments is that high-fre-
quency sounds (in the vicinity of 5000 Hz) are usually louder, more annoying
or disturbing than are lower-frequency sounds of the same sound-pressure
levelATherefore, when it is determined, by methods to be explained later,
that a significant portion of the noise is in this higher-frequency region,
considerable effort at reducing these levels from the viewpoint of annoyance
may be justified.

A rather different effect that may determine some of the annoying quality
of a sound concerns its localization. When a large office has acoustically hard
walls, floor, and ceiling, the room is “live,” reverberant. The noise from any
office machinery then is reflected back and forth, and the workers are
immersed in the noise with the feeling that it comes from everywhere(f the
office is heavily treated with absorbing material, the reflected sound is
reduced, and the workers then feel that the noise is coming directly from the
machine. This localized noise seems to be less annoying, While no adequate
measures of this effect have been developed, the generaf principle discussed
here seems to be accepted by many who are experienced in noise problems.
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3.5 RATING THE LOUDNESS OF A SOUND.

Many psychoacoustical experiments have been made in which listeners
have been asked to rate the loudness of a sound. As a result of these
experiments, involving all sorts of sounds in various arrangements, much has
been learned about the concept of loudness in laboratory situations. The way
in which the judgment of loudness is obtained seems to affect the results
sufficiently, however, so that we cannot reliably scale all the sounds of
everyday life on an absolute basis. In particular, it does not seem possible to
give a numerical value to the loudness ratio of two sounds and have this ratio
be reasonably independent of the conditions of comparison.<{t does seem
possible, however, to rank a sound with satisfactory reliability according to
its loudness) For example, if sound A is judged louder than sound B and if
sound B is judged louder than sound C, then, in general, sound A will also be
judged louder than sound C.

3.5.1 Equal-Loudness Contours. One step in the direction of rating the
loudness of a sound has been to determine the sound-pressure levels of simple
tones of various frequencies that sound just as loud to an observer as a
1000-Hz tone of a given sound-pressure level. The results of this determina-
tion by Robinson and Dadson based on the averages of many observations,
are given as equal-loudness contours in Figure 3-3. The number on each curve
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Figure 3-3. Free-field equal-loudness contours for pure tones (observer facing source),
determined by Robinson and Dadson 1956 at the National Physical Laboratory, Ted-
dington, England. (ISO/R226-1961) Piano keyboard helps identify the frequency scale.
Only the fundamental frequency of each piano key is indicated.
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is the sound-pressure level of the 1000-Hz tone used for comparison for that
curve. To use the contours for determining the equally loud levels at other
frequencies, we find the point on the curve corresponding to the desired
frequency and read off the corresponding sound-pressure level as the ordi-
nate. For example, the 60-dB contour line shows that a 67-dB level at 100 Hz
is just as loud as a 60-dB 1000-Hz tone. We can also interpolate to find that a
60-dB 100-Hz tone is equal in loudness to a 51-dB 1000-Hz tone( The
corresponding sound-pressure level in dB for the 1000-Hz tone has been
defined as the loundess level in phons. Therefore, a 100-Hz tone at a
sound-pressure level of 60 dB has a loudness level of 51 phons.>

The weighting networks for the standard sound-level meter are based on
similar contours developed much earlier by Fletcher and Munson (1933)(The
«“A” and “B” weighting characteristics are in accordance with the 40- and
70-phon Fletcher-Munson contours, but with modifications to take into
account the usually random nature of the sound field in a room and to
simplify their simulation with electrical networks.>

A set of equalloudness contours (Pollack, 1952) for bands of random
noise is shown in Figure 3-4. Random noise is a common type of noise that
occurs in ventilating systems, jets, blowers, combustion chambers, etc. It does
not have a well-defined pitch, such as characterizes a tone with the energy
concentrated in components of definite frequencies. Rather, random noise
has energy distributed over a band of frequencies. If the noise energy is
uniform over a wide range, it is called “white noise,” being analogous in
spectrum characteristics to white light. When the energy is distributed over a
very wide band, it is a sort of “hishing”’ sound. When the broadband noise has
little encrgy at low frequencies, it is more of a hissing sound. When it is
concentrated in narrower bands, the sound takes on some aspects of pitch.
For example, low-frequency random noise may be a sort of roar.

‘The contours shown in Figure 3-4 are for relatively narrow bands of noise,
such that 11 bands cover the range from 60 to 5800 Hz. They are distributed
uniformly on a scale of pitch for simple tones (see 3.15.2)5The numbers on
the curves are phons, that is, the sound-pressure levels of equally loud
1000-Hz tones, and the levels are plotted according to the centers of the
bands:For example, one band covers the range from 350 to 700 Hz. From
the cirves we can sce that when the sound-pressure level of the noise in that
band is 43 dB re 20 /.1N/m2 , the indicated loudness level is about 34 phons.
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Figure 3-4. Equal-loud-
ness contours for rela-
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LOUDNESS IN SONES

Figure 3-5. Loudness vs

| S B N S S sound-pressure level for a
0 20 40 60 80 100 pure tone of 1000 Hz.
SOUND PRESSURE LEVEL- DEGIBELS re 20uN/m?

3.5.2 Loudness and Loudness Level. Although we may remark that some
sounds are louder than others, we do not ordinarily rate sounds for loudness
on a numerical basis. Experimenters have asked observers to make judgments
of the loudness ratio of sounds, that is, to state when one sound is twice, four
times, one-half, etc., as loud as another. The resultant judgments depend to a
considerable extent on how the problem is presented to the observer. But on
the basis of such judgments;\'severa] scales of loudness f}ave been devised,
which rate sounds from “soft” to “loud” in units of sones¥As a reference, the
loudness of a 1000-Hz tone with a sound-pressure level of 40 dB re 20 uN/m?
(a loudness level of 40 phons) is taken to be 1 son€X A tone that sounds twice
as loud has a loudness of 2 sones) This scale is shown on the vertical axis of
Figure 3-5, and the horizontal scale is the sound-pressure level of the sound in
decibels. The curve shown in this figure relates the loudness in sones to the
sound-pressure level for a 1000-Hz simple tone. This relation was developed
as a useful engineering approximation by Stevens as a result of his analysis of
the data reported by many experimenters, who used a wide variety of
techniques. He also performed a series of experiments in which the loudness
estimates were made on an unusuaily direct basis, and these experiments
confirmed the relation shown. Robinson has also suggested this relation,
which is published as a Recommendation of the International Standards
Organization (ISO R131-1959).

Incidentally, the relation shown in Figure 3-5 tends to refute the point of
view that the decibel is used in acoustics because we respond to sound
pressure in a logarithmic manner {Actually, the loudness is approximately
proportional to the sound pressure raised to the 0.6 power,

23



3.5.3 Loudness-Level Calculations. If the sound to be measured is known
to be a simple tone, the procedure for determination of loudness level is
relatively easy. The sound-pressure level and the frequency of the tone are
determined, and the equal-loudness contours of Figure 3-3 then indicate the
loudness level. Since the weighting networks on 2 sound-level meter approxi-
mate two of the equal-loudness contours, determination of the weighted
level (sound level) can be used to give an estimate of the loudness level of a
simple tone.

For any other type of sound, however, the measured sound level will be
lower than the loudness level.(The error in estimating loudness level will
depend on the type of sound and for many noises will be more than 10
phons.>For example, if we have a uniform wide-band noise from 20 to 6000
Hz of 80-dB sound-pressure level, the B-weighted sound level would be about
79 dB and the A-weighted sound level would be about 80 dB, whereas the
actual loudness level of such a noise is about 95 phons. Here we se¢ that the
sound level is not only misleading, but is no nearer the loudness level than is
the sound-pressure level. This result, for most noises, illustrates the fact that
we need to know more about a sound than just its sound-pressure level or its
sound level. If we know how the energy ina sound is distributed as a function
of frequency, we can make a more useful estimate of its probable subjective
effect than we can by knowing just its sound-pressure level. One of the ways
such knowledge is used is the calculation of loudness level.

A number of workers in noise measurements have found it useful to
translate their noise measurements into such loudness terms. Then they can
say the measured sound is, for example, about equal in loudness to another,
more familiar, sound,)To some groups, such as executive and lay clients, this
type of statement is seemingly more meaningful than levels quoted in deci-
bels.

For steady, wide-band noises, 2 technique developed by Stevens has been
found to give good results. The sound is divided by an analyzer into frequen-
cy bands covering the audio spectrum. The loudness level is then calculated
according to the procedure given in the next section.

A set of 8 or 9 octave bands is most often used for this purpose. These
have center frequcncies of 31.5, 63, 125, 250, 500, 1000, 2000, 4000 and
8000 Hz, with each band actually covering a 2:1 frequency range. A more
detailed division provided by a third-octave analysis is also widely used. Both
of these band divisions are described in more detail in Chapter 3.

¢ 3.5.4 Procedure for Calculating Loudness*.@‘able 3-1 is used to calculate
the loudness for octave-band levels of the preferred scries> The procedure is
as follows:
"1 . From the table find the proper loudness index for each band level.
2. Add all the loudness indexes (X8).
3. Multiply this sum by 0.3.
4. Add this product to 0.7 of the index for that band that has the largest
index (0.3 Z 8§+ 0.7 Smax)- This value is the total loudness in sones.
5. This total loudness is then converted to loudness level in phons by the
relation shown in the two columns at the right of the table.

-
*The method used here is that standardized in ANSI $3.4-1968 and originally given by
S, S. Stevens (1961). Chart paper No. 31460-A (Codex Book Company, Norwood,

Massachusetts 02062) is available for this calculation when the older series of octave
bands is used.
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Table 3-1,
BAND LEVEL CONVERSION TO LOUDNESS INDEX

Loudngss
Band Loudness Index Loudness Level
63 125 250 500 (1000 | 2000 | 4000 | 8000 Sones Phons
.18 .30 .45 .61 .25 20
.22 .35 .50 .67 27 21
.07 .26 .40 .55 .73 .29 22
.12 .30 .45 .61 .80 .31 23
.16 | .35 .50 .67 87 .33 24
21| a0 55 .73 94 | 35 25
.26 45 61 .80 1.02 38 26
.31 50 67 87 1.10 41 27
07 .37 .55 .73 .94 1.18 44 28
12 .43 .61 80 1.02] 1.27 .47 29
16 .49 .67 87| 1.10[ 1.35 .50 30
21 .55 .73 94| 1.18] 1.44 .54 31
26 .61 801 1.02) 1.27| 1.54 57 32
31 .67 87| 1.10( 1.35| 1.64 .62 33
.07 37 | .73 ] .94 1.18] 1.44| 1.75 | .66 | 34
.12 .43 .80 | 1.02] 1.27[ 1.54| 1.87 .71 35
.16 .49 .87 { 1.10| 1.35| 1.64] 1.99 .76 36
21 55 294 | 1.18| 1.44| 1.75| 2.11 .81 37
.26 .62 1.02 | 1.27| 1.54| 1.87] 2.24 .87 38
.31 .69 1.10 ] 1.35] 1.64] 1.99] 2.38] .93 39
.07 .37 77 1.18 | 1.44] 1.75] 2.11| 2.53 1.00 40
.12 .43 .85 1.27 | 1.54| 1.87| 2.24| 2.68 1.07 41
.18 .49 .94 1.35 | 1.64( 1.99| 2.38| 2.84 1.15 42
.21 .55 | 1.04 1.44 | 1.75| 2.11| 2.53] 3.0 1.23 43
.26 .62 1.13 | 1.54 | 1.87| 2.24| 2.68| 3.2 132 [ 44
.31 .69 1.23 1.64 [ 1.99] 2.38] 2.84| 3.4 | 1.41 45
.37 .77 1.33 1.75 | 2.11{ 2,53 3.0 3.6 1.52 46
.43 85| 1.44 1.87 | 2.24| 2.68| 3.2 3.8 1.62 47
.49 .94 1.56 1.99 | 2.38] 2.84| 3.4 4.1 1.74 48
.55 1.04| 1.69 2.11 1 2.53| 3.0 | 3.6 | 4.3 | .87 | 49
.62 1.13] 1.82 2.24 | 2.68| 3.2 3.8 4.6 2.00 50
691 1.23( 1.96 2.38 | 2.84| 3.4 4.1 4.9 2.14 51
77| 133 2.11 2.53 | 3.0 3.6 4.3 5.2 2.30 52
85| 1.44( 2.24 2.68 | 3.2 3.8 4.6 B 2.46 53
.94 | 1.56| 2.38 2.84 (3.4 | 4.1 | 4.9 1 5.8 | 2.64 54
1.04 | 1.69] 2,53 [ 3.0 [ 3.6 | 4.3 | 5.2 | 6.2 2.83 55
1.13 | 1.82| 2.68 3.2 3.8 4.6 515 6.6 3.03 56
1.23 | 1.96| 2.84 3.4 4.1 4.9 5.8 7.0 3.25 57
1.33 1 2.11| 3.0 3.6 4.3 5.2 6.2 7.4 3.48 58
1.44 | 2.27| 3.2 3.8 4.6 | 5.5 66 [ 7.8 )] 373 | 59
1.56 | 2.44( 3.4 4.1 4.9 5.8 7.0 8.3 4.00 60
1.69 | 2.62| 3.6 4.3 5.2 6.2 7.4 8.8 4.29 61
1.82| 2.81 3.8 4.6 5.5 6.6 7.8 9.3 4.59 62
1.96 | 3.0 4.1 4.9 5.8 7.0 8.3 9.9 4,92 63
2.11] 3.2 4.3 5.2 /6.2 ] 7.4 | 88 |10.5 || 5.28 1 64
2.27( 3.5 4.6 5.5 6.6 7.8 9.3 [11.1 5.66 65
2.44 | 3.7 4.9 5.8 7.0 8.3 9.9 [11.8 6.06 66
2.62 | 4.0 5.2 6.2 7.4 8.8 |10,5 |12.6 6.50 67
2.81 | 4.3 5.5 6.6 7.8 9.3 [11.1 }J13.5 6.96 68
0 3.0 4.7 5.8 70 [83 | 9.9 |11.8 {14.9 4 746 | 689
0 3.2 5.0 6.2 7.4 8.8 [10.5 [12.6 [15.3 8.00 70
o 3.5 5.4 6.6 7.8 9.3 |11.1 |13.5 |16.4 8.6 7
2.44 | 3.7 5.8 7.0 8.3 9.9 [11.8 |14.4 [17.5 9.2 72
2.62 | 4.0 6.2 7.4 8.8 [10.5 [12.6 [15.3 |18.7 9.8 73
2,81 |43 [ 6.6 | 7.8 | 9.3 J11.1 |13.5 [16.4 [20.0 ]| 10.6 1 74
3.0 4.7 7.0 8.3 8.9 111.8 |14.4 [17.5 [21.4 11.3 75
3.2 5.0 7.4 8.8 10.5 |12.6 |15.3 |18.7 |23.0 12.1 76
3.5 5.4 7.8 9.3 11.1 (13.5 |16.4 |20.0 |24.7 13.0 77
3.7 5.8 8.3 979 11.8 [14.4 (175 |21.4 |26.5 13.9 74
4.0 6.2 8.8 |110.5 12.6 ]15.3 |18.7 [23.0 [28.5 | 149 | 79
4.3 6.7 9.3 |11.1 13.5 |16.4 [20.0 [24.7 [30.5 16.0 an
4.7 7.2 9.9 |11.8 14.4 |17.5 [21.4 [26.5 |32.9 17.1 81
5.0 7.7 |10.5 [12.6 15.3 (18.7 [23.0 [28.5 |35.3 18.4 82
5.4 8.2 11.1 [13.5 16.4 |20.0 |24.7 [30.5 38 19.7 83
5.8 8.8 |11.8 |14.4 17.5 121.4 (26.5 |32.9 41 21.1 84
6.2 9.4 (12,6 |15.3 18.7 [23.0 [28.5 [35.3 44 22.6 85
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Table 3-1 (Continued)

Band Loudness
Level Band Loudness Index Loudness Level
dB [31.5 [ 63 | 125 | 250] 500 | 1000] 2000 ] 4000 8000 | Sones Phons
86 | 6.7(10.1 | 13.5( 16.4 | 20.0 | 24.7 | 30.5 | 38 48 24.3 86
87 | 7.2[10.9 | 14.4 | 17.5 | 21.4 | 26.5 | 32.9 | 41 52 26.0 87
88 | 7.7(11.7 | 15.3 | 18.7 | 23.0 | 28.5 | 35.3 | 44 56 27.9 88
89 | 8.2(12.6 | 6.4 | 20.0 | 24.7 | 30.5 | 38 48 61 29.9 89
9 { 8.8/13.6 | 17.5 | 21.4 | 26.5|32.9 ( 41 | 52 | 66 | 320 | 90
91 [ 9.4[14.8 [ 18.7 [ 23.0 | 28.5 | 35.3 | 44 56 71 34.3 91
92 110.1/16.0 | 20.0 | 24.7 | 30.5| 38 48 61 77 36.8 92
93 [10.9|17.3 | 21.4 | 26.5 | 32.9 41 52 66 83 39.4 93
94 | 11.7/18.7 | 23.0 | 28.5 | 35.3 | 44 56 71 90 42.2 94
95 112.6/20.0 | 24.7 {305 | 38 48 | 61 | 77 | 97 ||  45.3 | 95
96 [13.6]21.4 | 26.5 | 32.9 41 52 66 83 | 105 48.5 96
97 (14.8/23.0 | 28.5 | 35.3 44 56 71 90 | 113 52.0 97
98 [16.0)24.7 | 30.5 38 48 61 77 97 | 121 55.7 98
99 [17.3[26.5 [ 32.9 | 41 52 66 83 [105 |130 59.7 99
100 | 18,7128.5 | 35.3| 44 | 56 71 90 113 | 139 64.0 100
101 |[20.3(30.5 38 48 61 77 97 [121 | 149 68.6 101
102 | 22.1(32.9 | 41 52 66 83 (105 |130 |160 73.5 102
103 | 24.035.3 44 56 71 90 | 113 | 139 | 171 78.8 103
104 | 26,1 38 48 61 77 97 | 121 |149 | 184 84.4 104
105 [28.5| 41 52 66 83 | 105 130 160 [197 |[  90.5 105
106 [31.0| 44 56 71 90 | 113 | 139 [171 211 97 106
107 |33.9| 48 61 7 97 | 121 | 149 |184 | 226 104 107
108 |36.9| 52 66 83 105 | 130 [ 160 |197 | 242 111 108
109 | 40.3| 56 71 90 113 [ 139 [171 |211 |260 119 109
110 | 44} 61| 77 | 97 | 121 | 149 |184 |226 |278 128 110
111 | 49 | 66 83 | 105 130 | 160 | 197 |242 | 298 137 111
112 | 54 | 71 90 | 113 139 | 171 | 211 [260 |320 147 112
113 | 59 | 77 97 | 121 149 | 184 (226 |278 |343 158 113
114 | 65 | 83 | 105 | 130 160 | 197 | 242 [298 |367 169 114
115 | 71| 90 | 118 | 139 | 171 | 211 |260 [320 | | 181 | 115
116 [ 77 | 97 | 121 | 149 | 184 | 226 1278 [343 N 194 116
117 | 83 | 105 | 130 | 160 197 | 242 |298 |367 208 17
118 | 90 | 113 | 139 | 171 211 | 260 | 320 223 118
119 | 97 1121 | 149 | 184 | 226 | 278 | 343 239 119
—120 1105 | 130 | 160 | 197 | 242 | 298 /367 | | | 256 1120
121 [113 [ 139 | 171 | 211 260 | 320 | B} 274 121
122 | 121 | 149 | 184 | 226 | 278 | 343 294 122
123 | 130 | 160 | 197 | 242 | 208 | 367 315 123
124 | 139 | 171 | 211 | 260 | 320 338 124
125 149 | 184 | 226 | 278 | 343 362 125

The calculated loudness is labeled sones (OD) and the loudness level is
abeled phons (OD) to designate that they have been calculated from octave-
sand levels (O) and for a diffuse ficld (D).

A similar calculation can be made for third-octave bands, and they are
labeled (TD).

For steady noises having a broad frequency spectrum, the loudness calcu-
ated by means of the tables, which are based on Steven’s* method agrees
‘easonably well with direct assessments made by loudness balances against a
1000-Hz tone.

To illustrate this procedure, consider the calculations based on octave-band
nreasurements of the noise in a factory (Table 3-2).

For a quick check to find which band contributes most to the loudness,
«dd 3 dB to the band level in the second octave, 6 dB to the third, 9 dB to
he fourth, and so on. Then the highest shifted level is usually the dominant
vand. This check will often be all that is needed to tell where to start in a
1ise-reduction program, if one doesn’t have the loudness calculation charts

t hand. This check is not reliable if the levels are low and the low-frequency
rands dominate.

*Loc. cit.
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Table 3-2

SAMPLE BAND LEVEL-TO-LOUDNESS-
INDEX CONVERSIONS

Octave Octave Band Band
Band Band Level Loudness
No. {Hz) (dB) Index
15 315 78 4
18 63 76 5
21 125 78 8
24 250 82 13
27 500 81 14
30 1000 80 16
33 2000 80 20
36 4000 73 15
39 8000 65 1
ZS = Sum of Band Loudness Indexes =106
Sm = Maximum Band Loudness Index = 20
03zS = 318
07Sy, = 14
0.3Z5+0.7 S, 46 sones (OD)*

non

or computed loudness level 95 phons (OD)*

*OD = Octave Diffuse (an octave-band analysis for a diffuse field).

Another and more elaborate loudness calculation procedure has been
developed by Zwicker (1960) for third-octave analysis. It is not at all clear,
however, that this more difficult calculation results in a calculated loudness
that is in better agreement with subjective data.

Bauer and his associates (1971) have developed a simpler loudness meter
that has been applied to broadcast program monitoring.

3.6 PERCEIVED-NOISE LEVEL.

Kryter (1970) and his co-workers (Kryter and Pearsons, 1963) have

followed a procedure similar to that used for loudness, but they asked the
observer to compare noises on the basis of their acceptability or their
“noisiness.” The resulting judgments were found to be similar to those for
loudness, but enough difference was noticed to give a somewhat different
rating for various sounds. On the basis of these results{Kryter has set up a
calculation procedure for “perceived noise level,” PNL in dB, also called
“ENdB.” The corresponding “noisiness” is given in units called “noys.’
\ Ratings in terms of perceived noise level are now widely used for aircraft
noisey particularly for aircraft flying overhead. The calculations for aircraft
noise are based on levels in third-octave bands and the detailed procedures
used are given in FAA regulations and in ISO recommendations.

A number of versions of the perceived-noise-level-calculation procedure
have been proposed. The one used here is for octave-band levels (Kryter,
19]0). Proceed as follows:

. Combine on a power basis (use the chart of Figure 2-4), the levels in the
63-Hz and 125-Hz bands. Replace the 125-Hz level by this new level
and ignore the 63-Hz level, unless the 63-Hz level was greater than the
original 125-Hz level. In the latter case, replace the 63-Hz level by the
combined level, and ignore the 125-Hz level.
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2) In the frequency range from 500 Hz and up, note if any band level pro-
jects above the level in adjacent bands. If the difference between this pro-
jecting level and the average level in the two adjacent bands is 3 dB or

.. greater, a correction is required, often called a tone correction.
/3. Find the noy values trom the appropriate table given by Kryter (1970),

" table 78 in his book, for the summed bands, the corrected band levels,
and the remaining band levels.

(4. Add all these noy values (2 N).
5.Multiply the sum by 0.3.
76,Add this product to 0.7 of the noy value for that band that has the
largest noy value (0.3 £ N + 0.7 Ny, 4).

7.Convert this summed noy value to PNL in dB, by the use of the
1000-Hz noy-to-dB column.

Here is a sample calculation for the factory noise used previously for a
loudness calculation:

Octave Band Band
Center Band Level Noisiness
(Hz) (dB) {noys)
63 76

125 7o} e0. 1
250 82 16
500 81 18
1000 80 16
2000 80 28
4000 73 21
8000 65 9
LN =119

0.3X 119=35.7

0.7 X 28 = 19.6

55.3

55.3 noys correspond to 98-dB perceived noise level.

3.7 PERCEIVED LEVEL — STEVENS'S MARK Vii.

As a result of his extensive review of the available evidence on “loudness,”
“annoyance,” “noisiness,” “‘acceptability,” “‘objectionability,” etc of noise.
Stevens (1972) has revised his earlier calculation procedure in a number of
important respects.

CA 1/3-octave band of noise centered at 3150 11z is used as the reference
sound instead of a 1000-Hz tone, and this sound at a level of 32 dB re
20 uN/m? is assigned a perceived magnitude of 1 sonk.

An increase in level of 9 dB (it was 10 dB before) in the reference tone
doubles the perceived magnitude in sones.

The contours of equal perceived magnitude have been modified and the
masking factor in the calculation procedure now varies with level.

M
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62

Table 3-3*
PERCEIVED MAGNITUDE IN SONES AS A FUNCTION OF BAND PRESSURE LEVEL.

26-31 35-39

Band 17 18 19 20 21 22 23 24 25 400 32 33 34 3150- 40 41
Freq 50 63 80 100 128 160 200 250 s 1250 1600 2000 2500 8000 10 (0 12 500

1dB 0.078

2 0.087

3 0.078 0.067

4 0.087 0.107

5 0.078 0.097 0.118 0.078

6 0.087 0.107 0.129 0.087

7 0.078 0.097 0.118 0141 0.007

8 0.087 0.107 0.129 0.153 0107

9 0.078 0.097 0.118 0141 0.166 0.118 0.078
10 0.087 0.107 0.129 0.153 0.181 0.120 0.087
1 0007 0118 o141 0.166 0.196 0141 0.007
12 0.107 0.129 0.153 0.181 0.212 0453 0.107
13 0.077 0.118 [IRE]] 0166 0.196 0.230 0.166 0.118
14 0.087 0.129 0.153 0.181 0212 0.248 0181 0.129
15 0.097 014 0.166 0.196 0.230 0.269 0196 0.4
16 0.107 0.153 0.181 0.212 0.248 0.290 0.212 0.153
17 0.076 o.1e 0.166 0.196 0.230 0.260 0.314 0.230 0.166
18 0.086 0.130 0.181 0.212 0.248 0.2% 0.330 0.248 0.181
19 0.007 0.143 0.196 0.230 0.269 0.314 0.467 0.269 0.196
20 0.108 0.156 0.212 0.248 0.200 0.330 0.396 0.290 0.212
21 0.075 0120 0.169 0.230 0.269 0.314 0.367 0.428 0.314 0.230
22 0.086 0.3 0.185 0,248 0.290 0.339 0.306 0463 0.339 0.248
23 0.097 0.144 0.201 0.269 0.314 0.367 0.428 0.500 0.367 0.269
24 0.108 0.158 0.219 0.290 0.339 0.396 0.463 0.540 0,396 0.290
25 0.074 o 0.173 0.237 0.314 0.367 0.428 0.500 0.583 0.428 0.314
26 0.085 [LRRE} 0.190 0.256 0.339 0.396 0.463 0.540 0630 0,463 0.339
27 0.097 0.147 0.207 0.279 0.367 0.428 0.500 0.583 0.680 0.500 0.367
28 0.110 0.162 0.224 0.302 0.396 0.463 0.540 0.630 0.735 0.540 0.396
29 0.073 0122 0.178 0.244 0.320 0.428 0.500 0.583 0.680 0.794 0.583 0.428
30 0.085% 0.136 0.194 0.267 0.356 0.463 0.540 0.630 0.735 0.857 0.6.30 0463
N 0.097 0.149 0.212 0.290 0.384 0.500 0.583 0.680 0.794 0.926 0.680 0.500
2 0.110 0.165 0.233 0.316 0.418 0.540 0.630 0.735 0.857 1.00 0.735 0.540
33 0.072 0.123 0,182 0.254 0.345 0.452 0.583 0.680 0.794 0.926 1.08 0.794 0.583
34 0.084 0.137 0.201 0.277 0.375 0.490 0.630 0,738 0.857 1.00 ta7 0.857 0.630
s 0.097 0.153 0.221 0.304 0.406 0.53) 0.680 0.794 01,926 1.08 1.26 0.926 0.680
6 o111 0.169 0.241 0.332 0.442 0.576 0.735 0.857 100 137 1.36 1.00 0.738
37 0.070 0.125 0.187 0.264 0.361 0.481 0.624 0.794 0.926 108 t.26 1.47 1.08 0.794
a8 0.084 140 0.207 0.290 0.396 0.523 0.676 0.857 1.00 a7 1.37 1.50 117 0.857
39 0.097 0.156 0.228 0.319 0.4 0.570 0.732 0.926 1.08 1.26 1.47 1.72 1.26 0.926
40 0.112 0173 0.250 0.350 0.470 0.618 0.794 1.00 117 136 1.59 1.85 1.36 1.00
41 0.126 0.193 0.277 0.38) 0.511 0.672 0.860 1.08 1.26 147 2 2.00 1.47 1.08
42 0.142 0.214 0.304 0.418 0.561 0.729 0.933 117 1.36 1.59 1.85 2.16 1.59 17
43 0.160 0.237 0.337 0.459 0.61) 0.794 Lot 1.26 1.47 1.7 2.00 2.33 L 1.26
44 0.079 0.178 0.262 0.370 0.504 0.665 0.864 1.10 1.36 1.59 1.85 2.16 2.582 1.85 1.36

*From S, S. Stevens, “Perceived Level of Noise by Mark Vil and Decibels (E)”, The Journal of Acoustical Society of America, Vol. 51 No. 2 (Part 2) Feb,
1972, pp 594-596. Reprinted with permission,
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Table 3-3 (Continued)
PERCEIVED MAGNITUDE IN SONES AS A FUNCTION OF BAND PRESSURE LEVEL.

26-31 35-30

Band 17 18 19 20 21 22 23 24 23 100~ 32 33 34 3150 40 41

Freq 50 [.23 80 100 125 160 200 250 318 1250 1600 2000 2500 K000 10 000 12 500
45 0.092 0.199 0.290 0.406 0.552 0.727 0.938 1.18 1.47 1.71 2.00 2.33 272 1.47
46 0.107 0.222 0.321 0.448 0.606 0.793 142 1.28 1.59 1.85 2.16 2.52 2.94 1.59
47 0.121 0.246 0.356 0.492 0.660 0.866 Lo 1.39 L 2.00 2.33 2.72 18 .71
48 0.138 0.275 0.393 0.540 0.723 0.945 1.20 1.50 1.85 2.16 2.52 2,94 43 1.85
49 0.156 0.307 0.435 0.597 0.794 Lol 1.31 1.64 2.00 2.33 2.72 118 170 200
50 0.072 0.176 0.341 0.481 0.655 0.871 112 1.42 1.77 2.16 2.82 2.04 $.43 4.00 2.94 2.16
51 0.086 0.197 0.378 0.531 0.724 0.955 1.23 1.58 1.91 2.33 2.72 318 .70 4.3 318 2.33
52 0.101 0.222 0.422 0.588 0.794 1.04 1.34 1.60 2.08 2.52 2.94 3.43 4.00 4.67 .43 2.52
83 0.117 0.250 0.468 0.649 0.871 114 1.46 1.82 2.26 B2570) 3.18 3.70 4.32 5.04 370 2.72
54 0.134 0.279 0.519 0.718 0.962 1.25 1.50 1.98 2.43 2.94 3.43 4.00 4.67 5.44 4.00 2.94
55 0.152 0.314 0.579 0.794 1.06 1.37 174 2.16 2.64 AN T 3.70 4.32 .04 5.88 4.32 .18
56 0.175 0.347 0.643 0.877 1.17 1.50 1.0 2,35 2.85 3.43 4.00 1.67 5.44 6.35 4.67 3.43
57 0.197 0.390 0.714 0.970 1.28 1.65 2.06 2.56 3.10 3.70 4.32 5.04 5.88 6.86 5.04 3.70
58 0.222 0.435 0.794 1.07 1.40 1.80 2.26 2.78 .38 4.00 4.67 5.4 6.45 .41 5.44 1.00
59 0.250 0.488 0.882 1.18 1.55 1.97 2.46 3.01 3.65 4.32 5.04 5.88 6.86 8.00 5.88 4.32
60 0.282 0.544 0.977 1.31 1.70 2.16 2.68 3.27 3.94 4.67 5.44 6.35 7.41 8.64 6.35 4.67
61 0.319 0.611 1.09 1.45 1.87 2.37 2.94 1.56 4.27 5.04 5.88 6.86 8.00 v.33 6.86 5.04
62 0.358 0.686 1.21 1.60 2.06 2.60 3.20 3.88 4.63 3.44 6.35 7.4 8.64 10.1 7.41 5.44
63 0.402 0.762 134 .77 2.26 2.83 J.48 4.2 5.00 5.88 6.86 8.00 9.33 10.9 8.00 5.88
64 0.454 0.851 1.49 1.95 2.50 .10 79 4.58 5.44 6.35 7.41 8.64 10.1 1.8 9.64 6.35
65 0.511 0.952 1.66 2.16 2.74 3.40 4.10 4.98 5.88 6.86 8.00 9.33 109 12.7 9.33 6.86
66 0.574 1.06 1.84 2.39 .01 3.73 4.52 5.40 6.37 7.41 8.64 0.1 11.8 137 10.1 7.41
67 0.649 118 2.08 2.64 3.32 4.09 4.94 5.88 6.91 8.00 9.33 10.9 12.7 14.8 10.9 8.00
68 0.729 1.33 2.28 2.92 3.65 4.47 5.40 6.40 7.48 8.64 10.1 1.8 13.7 16.0 11.8 8.04
[ 0.818 1.48 2.54 3.22 4.02 41.89 5.88 6.96 8.10 9.33 10.9 12.7 14.8 17.3 12.7 9.33
70 0.921 1.66 2.81 3.56 4.42 5.36 6.40 7.55 8.78 10.1 1.8 13.7 16.0 18.7 13.7 10.1
71 .03 1.87 313 3.94 4.85 5.88 .00 8.21 2.51 10.9 12.7 14.8 17.3 20.2 14.8 10.9
72 116 2.08 3.48 4.35 5.34 6.45 7.64 801 10.3 1.8 13.7 16.0 15.7 21.8 16.0 1.8
73 1.32 2.33 3.85 4.81 5.88 7.07 8.33 9.70 1.1 17257} 14.8 17.3 20.2 23.5 14753} 2%}
74 1.48 2,58 4.29 5.32 6.47 7.70 9.09 10.6 12.1 13.7 16.0 18.7 21.8 25.4 18.7 13.7
75 1.66 2.90 4.76 5.88 7.13 8.46 9.92 1.5 ki) 14.8 17.3 20.2 235 27.4 20.2 14.8
76 1.87 3.24 5.28 6.50 7.82 9.26 10.8 12.5 141 16.0 18.7 21.8 25.4 29.6 21.8 16.0
77 2.10 162 5.88 7.18 8.61 10.2 1.8 13.5 15.4 1j7%4) 20.2 23.5 27.4 32.0 23.5 17.3
78 2.37 4.03 6.53 7.94 9.48 1. 17230 14.7 16.6 18.7 21.8 25.4 29.6 34.6 25.4 18.7
79 2.66 4.52 7.26 8.78 10.4 12.2 14.0 16.0 18.0 20.2 23.5 27.4 320 3793 27.4 20.2
80 2.99 5.05 8.06 9.70 L5 13.3 15.3 17.3 19.4 21.8 25.4 29.6 34.6 40.3 29.6 21.8
81 3.35 5.64 8.95 10.7 12.6 14.6 16.6 18.7 21.0 23.5 27.4 32.0 37.3 43.5 32.0 23.5
82 3.79 6.31 9.96 1.8 13.8 16.0 18.0 20.2 22,6 25.4 29.6 REN 40.3 47.0 34.6 25.4
83 4.25 7.0% na 131 15.3 17.3 19.4 21.8 24.4 27.4 32.0 373 43.5 50.8 37.3 27.4
84 4.79 7.88 12.3 14.5 16.6 18.7 21.0 23.5/ 26.4 29.6 34.6 40.3 47.0 54.9 0.3 20.6




Table 3-3 {Continued)

LE

26-31 15-39

Band 17 18 19 20 21 22 23 24 25 400- 32 33 34 3150~ 40 41

Freq 50 63 80 100 128 160 200 250 315 1250 1600 2000 2500 8000 10 000 12 500
85 5.40 8.81 13.7 16.0 18.0 20.2 22.6 25.4 28.5 32.0 37.3 3.5 50.8 59.3 43.5 32.0
86 6.06 9.85 15.2 17.3 19.4 21.8 244 27.4 30.8 4.6 40.3 17.0 54.9 61.0 47.0 34.6
87 6.82 11.0 16.6 18.7 21.0 23.5 26.4 29.6 333 37.3 135 3.8 59.3 69.1 50.8 37.3
88 7.68 12.3 18.0 20.2 22.6 25.4 28.5 32.0 35.9 0.3 47.0 549 64.0 74.7 54.9 40.3
89 8.64 13.8 19.4 21.8 24.4 27.4 30.8 34.6 38.8 43.5 50.8 593 69.1 80.6 59.3 43.5
90 9.71 15.4 21.0 23.5 26.4 29.6 333 37.3 41.9 47.0 54.9 64.0 749 87.1 64.0 47.0
91 10.9 16.8 22.6 25.4 28.5 32.0 35.9 40.3 45.2 50.8 59.3 691 80.6 94.1 691 50.8
92 12.3 18.3 24.4 27.4 30.8 316 38.8 43.5 48.9 54.9 64.0 77 87.1 102 747 54.9
93 13.8 19.8 26.4 29.6 33.3 37.3 419 47.0 52.8 59.3 69,1 80.6 941 1o 80.6 59.3
94 15.6 21.5 28.5 32.0 35.9 40.3 45.2 50.8 57.1 64.0 N} 87.4 102 119 87.1 64.0
95 17.1 233 30.8 34.6 38.8 43.5 48.9 54.9 61.6 69.1 80.6 941 110 128 94.1 69.1
96 18.6 25.3 33.3 31.3 41.9 47.0 52.8 59.3 66.6 74.7 87.1 102 119 138 102 74.7
97 20.3 27.4 35.9 40.3 45.3 50.8 57.1 64.0 719 80.6 241 110 128 149 110 80.6
98 22.1 29.8 38.8 43.5 48.9 54.9 61.6 69.1 77.6 87.1 102 t1o 138 161 119 87.1
99 24.1 32.3 41.9 47.0 52.8 59.3 66.6 74.7 838 94.1 110 128 149 174 128 4.1
100 26.3 3s5.1 45.3 50.8 57.1 64.0 71.9 80.6 90.6 102 11y 138 161 188 138 102
101 28.6 38.0 48.9 549 61.6 69.1 77.6 87.1 98.0 110 128 149 174 203 149 110
102 312 41.2 52.8 59.3 66.6 74.7 83.8 94.1 106 19 138 161 188 219 i61 119
103 34.0 44.7 57.0 64.0 71.9 80.6 90.6 102 114 128 149 174 203 237 174 128
104 37.0 48.5 61.6 69.1 77.6 87.1 98.0 110 124 138 161 188 219 256 188 138
105 40.4 52.4 66.5 74.7 83.8 94.1 106 119 143 149 174 203 237 276 203 149
106 44.0 57.0 71.8 80.6 90.6 102 114 128 144 161 188 219 256 299 219 161
107 48.0 61.8 77.6 87.1 98.0 1o 124 138 185 174 203 237 276 323 237 174
108 52.3 67.1 83.8 94.1 106 119 133 149 168 188 219 256 P 228 256 188
109 57.0 72.8 90.5 102 114 128 144 161 181 203 237 276 323 376 276 203
110 62.1 8.9 97.8 110 124 138 158 174 196 219 256 299 348 106 299 219
m 67.5 85.6 106 119 133 149 168 188 211 237 276 323 376 139 323 237
112 73.8 92.9 14 128 144 161 181 203 228 256 299 348 406 474 348 256
113 80.5 101 123 138 155 174 196 219 246 276 423 376 139 512 376 276
114 87.8 109 133 149 168 188 211 237 266 299 348 406 474 554 406 299
115 95.6 119 144 161 181 203 228 256 288 323 376 439 S12 597 139 323
116 104 129 155 174 196 219 246 276 311 348 106 474 353 645 173 348
117 114 139 168 188 211 237 266 299 336 376 439 597 67 512 376
118 124 182 1814 203 228 256 288 323 362 406 474 645 782 553 406
119 135 164 196 219 246 276 RIS} 348 391 439 512 697 814 597 459
120 147 178 211 237 266 299 336 376 422 474 553 645 752 878 645 474
121 160 193 228 256 288 323 362 406 456 512 597 697 813 948 697 512
122 175 209 246 276 3t 348 391 439 493 553 645 752 878 1024 782 553
123 190 227 266 299 336 376 422 474 532 507 697 813 948 Ho6 813 597
124 207 246 287 323 362 406 456 512 578 645 752 878 1024 1194 878 645




Table 3-4+%
F vs SONES IN ONE-THIRD O.B.

Sones r Sones ¥
0.181 0.10 8.04 0.230
0.196 0.122 9.33 0.226
0.212 0.140 10.1 0.222
0.230 0.158 10,9 0217
0.248 0174 1.8 0.212
0.269 0.187 12.7 0.208
0.290 0.200 13.7 0.204
0.314 0.212 14.8 0.200
0.339 0.222 16.0 0197
0.367 0.232 17.3 0195
0.396 0.241 18.7 0.194
0.428 0.250 20.2 0.193
0.463 0.259 21.8 0.192
0,500 0.267 23.58 0.1
0,540 0.274 25.4 0.190
0.583% 0.281 27.4 0.190
0.630 0.287 29.6 0.190
0.680 0.293 32.0 0.190
0.735 0.298 34.6 0190
0704 0.303 37.8 0.190
0857 0,308 40.3 0.19)
w26 0.312 43.5 0.191
1.4 0.316 17.0 0.192
108 0319 50.8 0.1948
117 0.320 54.9 0194
1.26 0.322 59.3 0195
1.36 0.322 64.0 0197
1.47 0.320 69,1 0.199
1.59 0.319 74.7 0.201
V72 0.317 80.6 0.203
1.85 0314 87.1 0.208
2.00 0311 94.1 0.208
2.16 0.308 102 0210
2.33 0.304 110 0.212
2,582 0,300 19 0.215
2.712 0.296 128 0.217
2.94 0.292 138 0.219
318 0.288 149 0.221
3.43 0.284 fo1 0.223
370 0.279 174 0.224
4.00 0.275 188 0.225
4.32 0.270 203 1.226
4.67 0.266 219 0.227
5.04 0.262 237 0.227
5.44 0.258 256 0.227
5.88 0.253
6.35 0.248
6.86 0.244
7.41 0.240
8.00 0.235

*The factor F as a function of the number of sones in the 1/3-octave band that is
maximally loud or nolsy. The value of F remains constant above 219 sones.

tFrom S. S. Stevens, "Perceived Level of Noise by Mark Vil and Decibels (E),’”
The Journal of Acoustical Society of America, Vol 51 No. 2 (Part 2) Feb 1972,
p 597. Reprinted with permission.
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To calculate the perceived level and magnitude of a noise by the Mark V11
procedure, proceed as follows:

1. From Table 3-3 find the proper perceived magnitude in sones for each

band level.

2. From the maximum of these perceived magnitudes, Sm, find the factor,

F, from Table 3-4. If octave-band levels are used, subtract 4.9 dB from
the level of the loudest band; find the corresponding sone value; usc
this value for finding the factor F; double the value found in the table,
and use it as F.

3. Add all the perceived magnitudes (£S); subtract the maximum, S,
Multiply the sum by the factor F.

. Add this product to the maximum perceived magnitude, S; = (1-F) »
Sm + F X S. This value is the total perceived magnitude in sones.

6. Convert this magnitude to perceived level in dB from Table 3-3 by

the use of the 3150-Hz column.

This new perceived level will be about 8 dB less than that obtained for the
loudness level in the Mark VI calculation procedure. This shift is a result of
the usc of a reference signal at 3150 Hz.

Here is a sample calculation for the factory noise used previously for the
loudness calculation:

@ e

Octave Band Perceived £5=1440
Center Band Level Magnitude X8-Spy=1144
(H2) (dB) {sones) Adijusted band level = 80 - 4.9 = 75.1 dB
315 78 Corresponding perceived
23 ;g gg magnitude at 2000 Hz = 20.4 sones
125 d _
250 82 202 2XF=2X.93 .386
500 81 23.5 386 X 114.4= 442
1000 80 21.8 Sm= 29.6
2000 80 29.6 _
4000 73 235 St = 73.8 sones
8000 65 12.7 PL= 87.8dB

3.8 EFFECT OF TONAL COMPONENTS.

\When a noise is a mixture of random noise and audible tonal components,
the Joudness or annoyance may be somewhat greater than expectea}from the
direct analysis and calculation schemes (Kryter and Pearsons, 1963; Wells,
1969). The effect is usually taken into account by a correction of the
calculated level, but it normally requires a detailed analysis of the sound at
least equivalent to that of a third-octave analysis.

3.9 EFFECT OF DURATION.

<If we are talking with someone and we are interrupted by a noise that
interferes seriously with speech, it is more annoying if it lasts for a long time
than if it is very brief\In order to take this effect into account a number of
procedures have been suggested (Pietrasanta and Stevens, 1958; Young, 1968;
Kryter, 1968). Most of them arc, in effect, an integration (on a power basis)
of the loudness, perceived noise, or A-weighted sound pressure over time.
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These procedures are still not well validated. Some qualifying term, for
cxample,«Effective Perceived Noise Level” is often used to indicate that a
correction for duration has been made.

3.10 NC CURVES.

.\’Another rating procedure, which uses “noise-criterion curves,” was devel-
oped by Beranek (1957) for design goals for satisfactory background noise
inside office buildings and in rooms and halls of various type\(it is helpful in
deciding where in the spectrum additional effort is required in noise reduc-
tion, in order to make the noise acccptable>
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A set of these NC Curves (Schultz, 1968; ASHRAE, 1967) are shown in
Figure 3-6. A threshold curve for octave bands of noise (Robinson and
Whittle, 1964), is also shown for reference. B

In use, the measured spectrum is plotted on the chart~Each band levelis
then compared with the NC curves to find the one that penetrates to the
highest NC level. The corresponding value on the NC curve is the NC rating of
the noise.

As an example, the measured background noise level of an office is shown
on the figure as encircled crosses. This noise would have a rating of NC-38.
<Since a recommended range of NC-30 to NC-40 has been suggested for an
executive officd (ASHRAE, 1967, p. 379), it would be considered acceptable
for that purpose. But if one were to turn it into a conference room, as is
sometimes done with large offices, it would not be as acceptable. Here, the
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recommended range is NC-25 to NC-35. If one were to try to reduce the noise
level to make it more acceptable it is clear from the chart that one should try
to find the source of noise in the prominent 250-Hz band and work to reduce
that level.

The dashed NCA curves on the figure indicate the direction in which a
compromise should be made if economic considerations preclude achieving
the normal criterion given by the NC curve.

3.11 NOISE AND NUMBER INDEX.

UAnother rating for aircraft noise, called NNI, noise and number index, is
based on perceived noise levels, It was developed in Great Britain (Committee
on the Problem of Noise, 1963)Xand takes into account the effect of the
number of aircraft per day on the annoyance> It is defined by the following
relgtion:

~NNI = (Average Peak Perceived Noise Level) + 15 (log; o N) —80
where N is the number of aircraft per day or night. The value 80 is subtracted
to bring the index to about 0 for conditions of no annoyance.

The ‘““Average Peak Perceived Noise Level” is obtained in the following
way. The maximum perceived noise level that occurs during the passage of
each airplane is noted. These maximum levels are then converted into equiva-
lent power and averaged (Section 2.6). This average value is then converted
back into a level and used in the equation.

If the perceived noise level is approximated by the use of A-weighted
sound levels, the average A-level is obtained in a similar fashion, the 80 is
reduced to about 67, and we have

NNI = (Average Peak A-Level) + 15 (log; o N) —67.

3.12 NOISE-POLLUTION LEVEL.

Robinson (1969 and 1971) reviews a number of the measures derived in
various countries for rating a composite noise history. He lists the following
measures: Noise and number index, Composite noise rating, Storindex, Indice
de Classification, Aircraft Noise Exposure index, Noisiness index, Aircraft
Exposure level, Annoyance index, Traffic Noise index, Equivalent Disturb-
ance level, Office Noise Acceptability Scale, and Noise Imission level. Most
of thesc are closely related.

He generalizes these measures into a new measure called “Noise Pollution
Level,” which is expressed by the relation

Lnp = Leq + 2.56 o>

-
< where Leq is the noise level over a specified period averaged on an energy
basis, and ¢ is the standard deviation (rms, see paragraph 5.5.1) of the
instantaneous level about that average value over the same period>(The
coefficient of 0 is not as accurate as the precision shown, but it was selected
by Robinson from a range of possible values to yield a simple relation for
certain noise-level distributions.)
<The noise level used in the expression can be the A-weighted level, the
loudness level, or some other similar level
In the calculation of noise-pollution level, the time period is to be one in
which similar conditions prevail. Thus, for example, night and day would be
treated separately
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This noise-pollution level is another way of looking at a noise history and
it yields results that are similar to the others. The variety of these measures
reflects the considerable activity in this area and the fact that many factors
enter into the effects that are to be predicted. Different measures are now
standardized and used by different groups. Since it is unlikely that a close
correspondence will be found between the effects and a combination of
physical measurements (Hazard, 1971), some general agreement on a relative-
ly simple relation is urgently needed.

3.13 MASKING — 1 CAN'T HEAR YOU WHEN THE WATER'S RUNNING.”

It is common experience to have one sound completely drowned out when
another louder noise occurs. For example, during the early evening when a
fluorescent light is on, the ballast noise may not be heard, because of the
usual background noise level in the evening. But late at night when there is
much less activity and correspondingly less noise, the ballast noise may
become relatively very loud and annoying. Actually, the noise level produced
by the ballast may be the same in the two instances. But psychologically the
noise is louder at night, because there is less of the masking noise that reduces
its apparent loudness.

Experimenters have found that the masking effect of a sound is greatest
upon those sounds close to it in frequency (Egan and Hake, 1950; Fletcher,
1953). At low levels the masking effect covers a relatively narrow region of
frequencies. At higher levels, above 60 dB, say, the masking effect spreads out
to cover a wide range, mainly for frequencies above the frequencies of the
dominating components. In other words, the masking effect is asymmetrical
with respect to frequency. Noises that include a wide range of frequencies
will correspondingly be effective in masking over a wide-frequency range.

3.13.1 Speech-Interference Level. Most of us have been in locations where
it was impossible to hear over a telephone because the noise level was too
high; and, in order to hear, production machinery had to be turned off,
resulting in time and money lost. Even direct discussions can be difficult and
tiring because of excessive noise. Excessive noise may make it impossible to
give danger warnings by shouting or to give directions to workers{Serious
problems may occur because of speech interference from noisy machinery
while training employees to operate the machinery>”

In a large classroom with \beavy acoustical treatment, particularly in the
ceiling, the attenuation may be so great that the teacher at one end can be
but poorly hearJ‘xhrough the background noise at the other end, even though
the noise is not very great.

Incidentally, other factors also affect speech intelligibility. In a live room,

<gpeech syllables are smeared by reflected sound} and the intelligibility is
consequently reduced.

Because of the annoyance of interference with speech and also because
noise interferes with work where speech communication is necessary, a noise
rating based on the speech-interference level is frequently useful/ We should
know how to improve speech communication in a noisy place. In order to
effect this improvement we shall find it useful to evaluate the speech-inter-
ference level of a noise. Ilow this can be done will appear from a considera-
tion of how noise interferes with speech)

Noise interference with speech is usually a masking process. The back-
ground noise increases our threshold of hearing, and, as a result, we may hear
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only a few or perhaps none of the sounds necessary for satisfactory intelligi-
bility.

(The consonants contain most of the information in speech, but, unfor-
tunately, they are more readily masked than vowels, because they are weaker
than vowels) Noise of a certain level@ay mask some speech sounds and not
others, depending on the talking level, the particular sound, and the relative
frequency distribution of the sound and of the noise,>

The energy of the various speech sounds is distributed over the frequency
range from below 100 to above 10,000 Hz. The actual instantaneous distribu-
tion depends on the particular speech sound. For example, the “‘s”’ sound has
its energy broadly distributed in the range from 4000 to beyond 8000 Hz. In
contrast, most of the energy in the “‘ee” sound of ‘“speech’ is distributed in
fairly definite groups (called “formants”) below 4000 Iiz. All the frequency
range of speech sounds is not necessary, however, for complete intelligibility.

(A number of experimenters have shown that nearly all the information in
speech is contained in the frequency region from 200 to 6000 Hz,

In any frequency subdivision that we may make of this range, the sound-
pressure levels vary over a range of about 30 dB, as successive sounds occur.
Tests on the intelligibility of speech show that(if we can hear the full 30-dB
range in each of the frequency bands into which speech is divided, the
contribution to intelligibility by that band will be 100 percent. If, however,
noise limits the range that can be heard to only 15 dB, the contribution will
be about 50%, and so forth> Furthermore,(ff the range between 200 to 6000
Hz is divided into a large number of freque\)cy bands of equal importance to
speech intelligibility, the total contribution to speech intelligibility is equal to
the average of the contributions from the individual bands. This quantity is
called the articulation index, because it is a measure of the percentage of the
total possible .information that we might have perceived of importance to
speech intelligibility’French et al, 1947; Beranek, 1947; Kryter, 1962; ANSI
$3.5-1969).

For many noises, the measurement and calculation can be sim lified even
further by the use of a three-band analysis (Beranek, 1947) The bands
chosen are the octave bands centered on 500, 1000, and 2000 Hz.* The
arithmetic average of the sound-pressure levels in these three bands gives the
quantity called the three-band preferred octave specch-interference level
(PSIL)yOne can use this level for determining when speech communication or
telcph6ne use is easy, difficult, or impossible, and one can determine what
changes in level arc necessary to shift from one order of difficulty to a lower
order.

Face-To-Face Communication. For satisfactory intelligibility of difficult
speech material, maximum permissible values of speech-interference levels for
men with average voice strengths are given in Figure 3-7, which is an
extension by Webster of Beranek's work (Webster, 1969).

It is assumed in this chart that there are no reflecting surfaces nearby, that
the speaker is facing the listener, and that the spoken material is not already
familiar to the listener. For example, the speech-interference level of the
factory noise in paragraph 3.5.4 is 80 dB, which is high, and the chart

*The bands used before the shift to the currently preferred series were 600-1200,
1200-2400, and 2400-4800 Hz, or those three bands plus the band from 300 to 600 Hz.
The results of the two measures are similar, but some shift in the reference values is
necessary (Webster, 1965, 1969).
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‘igure 3-7. Rating chart for determining speech communication capability from speech
nterference levels. (By permission, Webster, 1969.)

ndicates that the two people must ordinarily be no more than two feet apart
n order to be understood satisfactorily. If the words spoken are carefully
elected and limited in number, intelligible speech will be possible at greater
listances.

If a number of conversations are to be held in the same reverberant room,
he procedure is more complicated. This chart cannot be used on the basis of
he background-noise level before the conversations are in progress, because a
iven conversation will be subject to interference from the noise produced by
11 the other conversations. The general procedure for calculating a speech-in-
erference level under those conditions has not been completely worked out.

Telephone Usability in Noisy Areas. The speech-interference level can also
ve used to predict the expected usability of a telephone under given noise
:onditions. The following schedule has been found generally satisfactory,
vhen the F-1 Western Electric handset is used for long-distance or suburban
alls.

Speech-Interference Level Telephone Use
less than 60 dB Satisfactory
60 to 75 dB Difficult
above 80 dB {mpossible

For calls within a single exchange, the permissible speech-interference
cvels are 5 dB greater than those shown.

Criteria for Indoor Noise Levels. A suggested rating system for offices,
ased on a number of psychological and acoustical tests, is shown in Figure
-8. The curves on this graph relate the measured speech-interference level of
he background noise and the subjective rating of the noise ranging from
‘very quiet” to “‘intolerably noisy."” The two different rating curves illustrate
hat the environment influences the subjective rating. In order to be rated
‘noisy”’ the noise level must be appreciably higher in a large office thanina
yrivate office.

It can be expected that the probability of receiving complaints about noise
vill be high for subjective ratings above ‘“moderately noisy’” and low for
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Figure 3-8. Rating chart for office noises. Data were determined by an octave-band
analysis and correlated with subjective tests. (Courtesy Beranek and Newman, but
modified for preferred bands).

subjective ratings below “moderately noisy.” Furthermore, because of direct
interference with transferring information, efficiency may be reduced for
levels appreciably above the criterion points marked A and B.

Suggested criteria for noise control in terms of maximum permissible
speech-interference level (PSIL), measured when the room is not in use, are
given in Table 3-5.

The purpose of these criteria will be shown by the following example.
Assume that we are to put a small conference room in a factory space. We
measure the speech-interference level at that location and find it to be 69 dB,
whereas the suggested speech-interference level criterion for a small confer-
ence room is 35 dB. The room must then be designed to attenuate the noise

Table 3-5
CRITERIA FOR NOISE CONTROL

Maximum Permissible PSIL
(measured when room

Type of Room is not in use)

Small Private Office 45
Conference Room for 20 35
Conference Room for 50 30
Movie Theatre 35
Theatres for Drama

(500 seats, no amplification) 30
Coliseum for Sports Only (Amplification) 55
Concert Halis {(No amplification) 25
Secretarial Offices (Typing) 60
Homes (Sleeping Areas) 30
Assembly Halls (No amplification) 30
School Rooms 30
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from the factory Space by abour 34 dB, in order 1o have 3 conference room
that will be satisfactory as far as background noise leve| js concerned (such ap
attenuation is provided by a double-plastered, three- or four-inch thjck stud
wall, or by a hollow-tile wajj Plastered on one side).

A similar but more extensive set of such criteria for noise control, based

Air-Conditiom'ng Engineers. (ASHRAE, 1967).
Privacy. Privacy of conversation is oftep desired both jn the home or
apartment and jp business. The yse of extensive and carefully constructed

sound isolation is the safest way 1o €nsure privacy. This approach is expen-
sive, however.,

If his air conditioner js €Xceptionally noisy, he may feel that his speech
will be covered by the noise, But if the adjacent space is relatively quiet, he
may be overheard. In fact, Privacy in officeg depends on Some background
noise as wel| as isolation and distance (Cavanaugh, €tal, 1962; Young, 1965),
and mutug| Privacy is often essential. This approach to privacy sometimes

requires that nojse be introduced, often conveniently by way of turbulent
noise from a ventilator grill (Waller, 1969).

3.14 CRITICAL RATIO AND CRITICAL BANDWIDTH.

Early studies of masking led Fletcher (1953) to define 4 critical bandwidth
for hearing, He Measured the threshold of pure tones masked by wide bands
of noise whose frequency range spread about that of the tone. In the
€omparison of the levels of the tone and the noise, he used the spectrum level
of the noise, which is the leve] that would be obtajned if the noise were
filtered through an ideal filter 1-Hz wide (see Chapter 5):He found that, for 3
wide range of levels, the difference between the threshold'level of the masked
tone and the specrrym level of the nojse Was a constant, This constant is now
often called 5 critical ratio, ¢ varies with the frequency of the pure tone,



Since then, the results of many experiments have shown large enough varia-
tions to cast doubt on the reliability of the critical-band measurement by this
technique (de Boer, 1962; Green and Swets, 1966).

Other psychoacoustical measurements have led to specifications of critical
bands that are appreciably wider than those quoted above. For example, the
loudness of a band of noise is observed as a function of the bandwidth of the
noise with constant overall level. The experiments show that up to a certain
critical bandwidth the loudness is essentially independent of the bandwidth,
Beyond that point the loudness increases with constant over-all sound-pres-
sure level (Zwicker et al, 1957). This critical bandwidth is relatively independ-
ent of the level.

This loudness critical band is found to be about 90 Hz wide, centered at
100 Hz, 110 Hz at 500 Hz, and thereafter increasing to about 2300 Hz at
10,000 Hz. Over much of the range it can be reasonably well approximated
by a one-third octave. The Zwicker method of loudness calculation is based in
part on use of these critical bands (Zwicker, 1960).

3.15 ADDITIONAL HEARING CHARACTERISTICS.

In addition to the characteristics already described, numerous others have
been investigated, and a few of these are of interest in noise-measurement
problems. Therefore, we shall discuss briefly differential sensitivity for inten-
sity and the pitch scale.

3.15.1 Differential Sensitivity for Intensity. One question that comes up in
quieting a noisy place or device is: “Just how little a change in level is worth
bothering with? Is a one-decibel change significant, or does it need to be
twenty decibels?” This question is partially answered in the section on
loudness, but there is additional help in the following psychoacoustical
evidence. Psychologists have devised various experiments to determine what
change in level will usually be noticed (Stevens, 1951)"When two different
levels are presented to the observer under laboratory conditions with little
delay between them, the observer can notice as small a difference as 1/4 dB
for a 1000-11z tone at high levels.xl‘his sensitivity to change varies with level
and the frequency, but over the range of most interest this differential
sensitivity is about 1/4 to 1 dB) For a wide-band random noise (a *“hishing”
sound) a similar test gives a valae of about 1/2 dB for sound-pressure levels of
30 to 100 dB (re 20 uN/m?)<Under everyday conditions, a 1-dB change in
level is likely to be the minimum detectable by an average observé\r) On the
basis of these tests, we can conclude that 1-dB total change in level 1s hardly
worth much, although.6 is usually significan%.)Qt should be remembered,
however, that many noise problems are solved by a number of small reduc-
tions in level\There is also the importance of a change in character of the
noise. For example, the high-frequency level of a noise may be reduced
markedly by acoustic treatment, but, because of strong low-frequency com-
ponents, the over-all level may not change appreciably. Nevertheless, the
resultant effect may be very much worthwhile. This example illustrates one
reason for making a frequency analysis of a noise before drawing conclusions
about the noise.

3.15.2 Pitch and Mels. Just as they have done for loudness, psychologists
have experimentally determined a scale for pitch (Stevens et al, 1937). The
unit for this scale is the <mel” (from “melody”), and a 1000-Hz tone at a
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level of 40 dB is said to have a pitch of 1000 me]s\:’ln terms of frequency, this
pitch scale is found to be approximately linear below 1000-Hz and approxi-
mately logarithmic above 1000-Hz. Some people have suggested that a fre-
quency analysis with bands of equal width in mels would be more efficient
for some types of noise analysis than would one with bands of other widths.
At present no commercial analyzers of this type are available, but some work
has been done using such an analysis. In addition, the pitch scale has been
found useful for some types of charts.

3.16 WEIGHTED SOUND LEVELS.

Rating noise by loudness level, perceived-noise level, perceived level,
speech-interference level, or a noise-criterion curve is sufficiently complex
that simpler techniques have been sought. Often the simpler approach is to
return to the earlier procedures, that is, to use one or two of the presently
available weightings on the sound-level meter when rating noises of similar
character. The A-weighted sound level has been the most successful of these
measures (Young, 1958, 1964; Parkin, 1965; Botsford, 1969).

Another suggested approach is to use a new weighting characteristic, and
some of these will be described briefly before reviewing the relative success of
weighting networks and thcir limitations.

3.16.1 Other Weighting Characteristics. Among a number of weighting
characteristics that have been suggested recently, N, D or D,, and D, have
been proposed for estimating perceived-noise level (Kryter, 1970, Kryter and
Pearsons, 1963) E (for Ear) has been suggested for perceived level (Stevens,
1972) and SI is proposed for speech interference (Webster, 1969). These
weighting characteristics are shown plotted in Figure 3-9 along with the

RELATIVE RESPONSE IN dB

FREQUENCY IN HERTZ

HBNM G

Figure 3-9. A weighting and other proposed weightings.
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standard A-weighting. The N weighting is not shown, since it is the same as
the D weighting but raised in level by 7 dB (Batchelder, 1968).

The A-weighting raised by 5-dB is also shown for comparison. It is easy to
see that the trends of the D, D,, and E weightings are similar to that of the A,
As a result, if we are concerned mainly with rank ordering noises whose
energy is widely distributed over the frequency range, we would not expect
marked differences in usefuiness among these weightings.

3.16.2 Comparison of Calculation Schemes and Weighted Levels. We shall
discuss briefly a number of techniques for the following tasks:

1. Predict a subjective effect of any of a variety of noises including a

reference tone or narrow band of noise.

2. Rank order any of a variety of common noises for a particular subjec-

tive effect.

3. Rank order noises of similar character, for example, automobiles, for

their subjective effects.

4. Predict from a weighted level the answer that a calculation scheme gives

on a variety of noises.

We must recognize, as discussed earlier, that subjective effects are not
consistent to start with, and many factors beyond the physical measurements
can enter into the result. Even as far as physical measurements are concerned,
however, the effect of the duration of the noise, for example, is an important
factor that cannot yet be adequately taken into account.

If we ignore these points and concentrate on the relative behavior of the
various weighting and calculation schemes, we find that the calculation
schemes tend to be more consistent than a simple weighting for predicting
results if they are to be referenced to a tone or a narrow band of noise
(Fletcher and Munson, 1933; Churcher and King, 1937; Beranek et al, 1951;
Quietzsch, 1955; Stevens, 1956; Kryter, and Pearsons 1963; Bauer et al,
1971; but see Corliss and Winzer, 1965 for an exception). Some relatively
large discrepancies in loudness, for example, appear in comparing wide-band
noise and a pure tone if a weighted level is used but the loudness predicted
from a calculation scheme can be much more nearly in agreement with the
subjective effect.

Such errors made in predictions from weighted levels led to many of the
studies of loudness summation and to various calculation schemes.

The situation is somewhat different if we merely need to rank order a
variety of common noises for their loudness or perceived noise level. Then, if
A-weighting or a similar one is used, the consistency is fairly good (Young,
1964; Klumpp et al, 1963). But a C-weighted level almost always appears to
be significantly poorer than an A-weighted level in consistency (Wells, 1969).
The consistency for interference with speech for a varicty of noises (Webster,
1969), for example, is particularly poor for a C-weighted level (standard
deviation (0) = 7.4 dB), better for an A-weighted level (0 = 4.7 dB), and still
better for PSIL (0 = 2.8 dB).

<Because of the nature of the speech-interference effect, the proposed SI
weighting should be better than A-weighting for predicting speech interfer-
ence, but it should not be as good for predicting other effects, such as
loudness>»

When we rank order noises of similar character, for example, automobiles
or aircraft, we find still less significance in the difference in behavior between
the calculation schemes and an A-weighted or similar level (Hillquist, 1967;
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Young, 1964; Young and Peterson 1969; Lavender, 1971). But again the
C-weighted level is generally poor.

Because the calculation schemes are used for specific effects, a number of
studies have been made of how well the various weighted levels can be used to
predict the results of the calculation schemes. As a general rule the weightings
that are closely related to the calculation scheme tend to predict the related
tesult slightly better than other weightings (e.g. Parkin, 1965; Stevens 1972).
Since the A weighting has the same general trend as the weightings used in the
calculation schemes, it tends to work reasonably well for any of them (Loye,
1956; Botsford, 1969). It should be recognized that this predictability is only
of limited value, since it i§ removed by one additional variability from the
subjective effect.

~The relative uniformity of the basic data used for loudness and perceived
10ise (Stevens, 1972), and the success, however modest, of the A-weighted
evel in comparison with the C-weighted level leads one to conclude that some
mprovement could probably be obtained for rating many noises by the use
»f a weighting that is more like the E or the D, weightin‘g>(l(ryter, 1970;
stevens, 1972).

The speech-interference level appears to be in a different category, how-
:ver. Because the speech-frequency range is more limited, it is likely that a
wveighting such as the D, or E would be no better, if not less satisfactory,
‘han the A weighting. PSIL is still the approach to use in this application.

3.16.3 A-Weighted Sound Level as a Single-Number Rating. For simple
catings or screenings of similar devices, the A-weighted sound level at a
specified distance is now widely used. This measurement is mainly useful for
relatively nondirectional sources that are outdoors and where the effect of
the noise also occurs outdoors and nearby. It is also useful in preliminary
ratings of similar ambient noises for the human reactions that may occur.
Measurement of A-weighted sound-level has been adopted for checking com-
pliance with many ordinances and regulations.

@ecause of its widespread use, a number of investigators have determined
the approximate relation between the A-weighted sound-level of a noise and
the calculated loudness level, perceived noise level, and speech-interference
evel of the noise. Table 3-6 shows the results compiled from various sources
Robinson et al, 1963; Parkin, 1965; Young, 1964, Young and Peterson
1969; lillquist, 1967; Nakano, 1966; Klumpp and Webster, 1963; ASHRAE,
1967; Jahn, 1965} Because the calculation schemes changed somewhat over
:he years, complete uniformity in procedures was not maintained; but the
:ffects of the changes were small}

In order to get more consistent results in these relations, Botsford (1969)
1as used the difference in the C-weighted and A-weighted levels as an
idditional parameter. He has compiled an extensive set of charts for the
sarious quantities and their relations to the A and C-A level. For the 953
10ises he uses, the correlation and standard deviation are relatively good,
seing poorest for speech-interference level, which had a standard deviation of
2.9 dB (sce also Shimizu, 1969).

3.16.4 Some Limitations of a Weighted Sound LeveK When only a single
veighted sound level is measured, the usefulness of the measurement is
ieverely restricted. One should almost always try to measure the spectrum
tso. The spectrum is needed for efficient noise control, because the effects of
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Table 3-6
COMPARATIVE NOISE RATINGS

LL-La PNL-Lp LA-PSIL
Noise Type (dB) (dB) (dB)
Office 13 13 6
Truck 10 13
Pneumatic Machines 13 14
Ship Compartment 14 15
Urban 16
Aircraft - Jet 9 12
Prop 14
Prop {approach) 16
Helicopter {piston) 14
Aircraft — General 9
— Flyover 4
Diverse 12 10
Airflow 12

LL = Loudness level by Stevens Mark VI

PNL = Perceived noise level ~ 1963-65

PSIL = Three-band preferred-octave speech-interference level
La = A-weighted sound level

sound isolation, acoustic treatment, vibration reduction and other forms of
noise control are frequency dependent,’In addition, the reaction to the noise
is frequency dependent, and the spectfum can show us the frequency region
where the noise energy is most important in determining the effects.

We almost always want to know the reason for the noise rating. The
spectrum often provides the most important clues for tracking down and
reducing the noise.

If a noisy machine is to be used in a room, we need to know the acoustic
characteristics of the room as a function of frequency and the radiated-
sound-power level in octave or third-octave bands, in order to estimate the
noise level at some distance from the machine.

The spectra help in the long run in providing data for later comparisons
when conditions change or if better evaluation techniques are developed.

The limitations of the simple, weighted measurement should be recognized
when plans for sound measurements are being made.

3.17 RESIDENTIAL NOISE LEVELS.

Some factories, recreation halls, electrical substations, trucks, and air-
planes are so noisy that they annoy people living near them. The reactions of
those that are annoyed may range from mild remarks to legal action. Those
that are responsible for the noise would naturally like to avoid the expense of
court action; in order to maintain the good will of the neighborhood, they are
often willing to put considerable effort into controlling the noise, so as to
avoid anything but mild annoyance.

In order to put this noise control on a systematic basis, a number of
engineering groups have analyzed the experiences obtained in many different
situations. They have found that reactions of annoyance cannot be success-
fully predicted on the basis of a single measurement, or even of computed
loudness ratings, but that many factors enter into the problem<{]n addition to
the range of reactions to be expected from different individuals, some other
factors are the following: The level and spectrum of the noise; whether or not
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‘here are strong, pure-tone components; the time pattern of the noise,
ncluding the rate of repetition and the actual time of occurence during the
fay; and the general background noise level in the residential area affectedy
50 far, the data that is available is limited primarily to the reactions of people
n residential areas of single-family houses surrounding industrial plants. We
:an expect that, because of the conditioning to noises that occur in multiple-
‘amily dwellings, the reactions of the people there would be modified.
<Studies have also shown that people vary markedly in their susceptibility
-0 noise2 In a survey in central London (McKennel and Hunt, 1966), of those
nterviewed about general factors affecting living, 25% were classified as
‘elatively insusceptible to noise while 10% were regarded as extremely suscep-
:ible. Since no relation was found between the existing noise environment
where they lived and the degree of susceptibility of these adults, one can
:xpect to find some highly susceptible individuals in almost any neighbor-
100d.

The work of Rosenblith and Stevens in 1953 (see also Stevens et al, 1955;
Beranek, 1954) and Parrack (1957) forms the basis of many of the rating
schemes used for residential noise. This work has been modified and verified
by others (Kosten and Van Os, 1962). To illustrate the nature of the
procedure, here is essentially the techniques developed by those authors but
modified to use A-weighted sound levels.

The A-weighted sound level in the residential area can be measured and the
corrections applied. (Table 3-7).

Compare the corrected level with Table 3-8 to estimate the average public
reaction. .

The overlap in these ranges indicate to some extent the variable nature of
the reaction.

3.18 EFFECT OF NOISE ON WORK OUTPUT.
Noise can influence work output in many ways; it can interfere with
:ommunication (paragraph 3.13.1), and it can cause a decrease in the quality

Table 3-7-

CORRECTIONS REQUIRED FOR VARIOUS
NOISE SUSCEPTIBILITIES

Correction
Noise Characteristic (dB)
Pure tone easily perceptible +5
Impulsive and/or intermittent character +5
Noise only during working hours -5
Noise duration
continuous 0
< 30 min -5
< 10 min -10
< 5 min -15
< 1 min -20
< 15sec -25
Neighborhood
Very quiet suburban +5
Suburban 0
Residential urban -5
Urban near some industry -10
Area of heavy industry -15
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Table 3-8
PUBLIC REACTIONS TO CORRECTED NOISE LEVELS

Corrected Level-dB(A) Expected Reaction
< 45 No observed reaction
45-55 Sporadic complaints
50-60 Widespread complaints
556-65 Threats of community action
> 65 Vigorous community action

of work output when the background noise level is above 90 dB, but noise is
occasionally useful as a means of masking distracting conversations.

Broadbent (1958) and others have found that the effects of noise on work
output depend greatly upon the nature of the work; a long-term job requiring
constant vigilance is especially susceptible. Noise is more likely to cause a
higher rate of errors and accidents than an actual reduction in total output.
This result and other findings lead to the interpretation that attention
wanders from the work at hand more often as the noisé level increases.

From the standpoint of noise reduction, two findings are worth noting:
first, noise is more likely to lead to increased errors in susceptible tasks if it is
above 90 dB; and second, high-frequency audible noise seems more harmful
in this respect than does low-frequency noise.

3.19 NON-AUDITORY EFFECTS OF NOISE ON MAN.

Recently, Glorig (1971) and Kryter (1970) have summarized the present
knowledge of nonauditory effects of noise exposure. Very high levels (120 to
150 dB), at certain resonant frequencies of the body structure, can produce
noticeable symptomatic reactions. Even moderate noise levels produce tem-
porary changes in the size of some blood vessels, but it is not clear that these
effects eventually produce permanent changes. The production of stress and
fatigue by noise exposure is difficult to verify in a meaningful way.

Much more research is necessary, and a recent report (Welch and Welch,
1970), of a symposium on the physiological effects of noise, shows that
considerable effort is directed toward trying to establish the extent of such
effects.

3.20 WHAT VIBRATION DOES.

Vibration related problems can be classified as in Table 3-9.

These problems will be discussed in the following sections on the effects
on man, maintenance, vibration specifications, and other effects. The prob-
lem of excessive noise has already been reviewed.

3.20.1 Effects of Vibration on Man. The subjective effects of vibration are
important to those concerned with passenger or operator comfort in automo-
biles, planes, boats, trains, and other vehicles. Vibration levels that are
structurally safe for a vehicle are often uncomfortable, annoying or even
dangerous for the occupant. Some machinery and hand tools vibrate all or
parts of the body, and this vibration may affect performance as well as
comfort. Sometimes buildings and floors vibrate enough to be alarming or to
affect the performance of fine tasks.

Such effects have led to extensive studies, which have been reviewed
comprehensively by Goldman and von Gierke (1961) and Guignard (1965).
These excellent reviews, which cover the injurious levels of vibration as well
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Table 3-9
VIBRATION-RELATED PROBLEMS

Effect on man
Injury
Fatigue
Annoyance
Interference with performance

Mechanical failure
Excessive stress
Fatigue
Destructive impacts

Other
Excessive wear
E xcessive noise
Inadequate performance
Failure to satisfy vibration specifications

as the subjective aspects, are recommended to those concerned with these
problems.

The sensation of vibration is not localized as it is for hearing, since
vibration can be felt throughout the body and different mechanisms operate
to provide the sensation. Curves that present human responses to vibration
cannot, therefore, be as complete as are the equal-loudness curves for simple
tones of sound.

As an example of information that is available, Figure 3-10 shows results
reported by Parks (1962) for vertical whole-body vibration that was classed
by the subjects as “mildly annoying”. Another contour is given as the
approximate mean threshold at which subjects found the vibration unpleasant
(Goldman and von Gierke, 1961). The variability of this determination is
large, with a standard deviation of about + 4 dB, —6 dB.

Some comfort criteria and tolerance criteria are now in use (Goldman and
von Gierke, 1961; Guignard, 1965). As an example, Janeway (SAE ]6a,
1965) has prepared a chart giving recommended limits of vertical vibration
for passenger comfort in automobiles. Janeway limited his analysis to data
obtained for vertical sinusoidal vibration at a single frequency, with subjects
standing or sitting on a hard seat. The recommended characteristic consists of
three simple relations, each of which covers a portion of the frequency range.
In the low-frequency range from 1 to 6 Hz the recommended limit is a fixed
value of jerk. The corresponding maximum comfortable displacement at any
frequency between 1 and 6 Hz is 2 divided by the frequency cubed (f*). Over
the frequency range from 6 to 20 Hz the recommended limit is a constant
acceleration. The corresponding displacement is 1/3 f*. From 20 to 60 Hz the
recommended limit is a constant velocity, and the corresponding displace-
ment is 1/60 f. In each instance, the amplitude calculated from these
formulas is the maximum displacement from the static positions, expressed in
inches. The limits are plotted in Figure 3-11, in terms of the rms acceleration
and vibratory-acceleration level in dB re 10~ m/s*, rms.

Resonance effects of the internal organs and their supports, and the upper
torso and the shoulder-girdle structures, probably account for the marked
sensitivity to vibration in the range from 4 to 10 Hz (Goldman and von
Gierke, 1961; Guignard, 1965). Many other resonances occur, however,
because the body structure is so varied (Guignard, 1965). The resonances that
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Figure 3-10. Subjective response of the human body
to vibratory motion as a function of frequency.

are observed depend on the mode of excitation and the place the vibration is
applied.

One of the effects of vibration occurs in some who have worked for two or
more years with certain hand-held power tools. They may exhibit Raynaud’s
phenomenon, in which the fingers become white and numb when the person
is chilled. The incidence of this effect seems to be closely related to the
vibrational energy in the frequency range from 40 to 125 Hz (Guignard,
1965).

For a visual task, large-amplitude vibration at frequencies between 2 and
20 Hz is particularly disturbing (Guignard, 1966).

3.20.2 Maintenance. It is widely recognized that excessive vibration leads
to high costs for machinery maintenance. Conversely, gradual deterioration of
machinery, for example, bearings going bad or rotors becoming more un-
balanced, leads to increased vibration and noise. Recognition of this latter fact
has led some groups to institute periodic vibration measurements of machin-
ery as an important preventive maintenance procedure (Bowen and Graham,
1967; Maten, 1970; Schiff, 1970; Glew and Watson,1971).

The analysis of vibration permits one to estimate the probable condition
of the machine, to schedule downtime for maintenance usually before the
condition gets too serious, and to tell what to look at when the machine is
shut down.

If a program of this type is pursued, some acceptable limits of vibration
must be set to make possible a decision as to when corrective measures must
be taken. One approach is to analyze the vibration velocity at all bearing
housings, when the machine is newly installed and periodically thereafter.
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When an appreciable change in vibration level is noted, the amoun. of change,
the frequency region where it occurred, and the measurement location are
used to decide what action if any is necessary.

These early measurements should include the vibration at the various
bearing housings in all three directions, vertical and the two horizontal axes.
They should be measured for the different operating conditions made possi-
ble by the various clutches and speed-changing systems on the machine.
Incidentally, these early checks may occasionally reveal a faulty new machine
that should be rejected and returned to the manufacturer.

Various degrees of refinement are used in spectrum analysis of these
vibrations. A separation of the spectrum into the standard 8- to 10-octave
bands (paragraph 5.2.1) is often adequate (Glew and Watson, 1971), but the
finer divisions of the 1/3-octave (paragraph 5.2.2) (Bowen and Graham,
1967), and even an analysis into hundreds of bands by an FFT analyzer (see
paragraph 5.2.3), are also used.

In addition to a history of the vibration levels for each machine, it is useful
to have a type of absolute criterion, of which a number have been proposed.
Among those who have proposed criteria, T. C. Rathbone (1939) was a
pioneer in synthesizing the available experience in this area. The chart that he
prepared in 1939 has been the basis for many subsequent specifications. This
chart showed the maximum allowable peak-to-peak displacement as a func-
tion of rotation speed, with ratings varying from ““Very Smooth” to “Too
Rough to Operate.”

One of the important points to be gained from such charts is that a simple
specification of displacement or even of acceleration is not adequate for a
rating, although many have assumed from physical reasoning that one of
those parameters should be specified. Actually, velocity happens to be a
better parameter to use for a relatively wide range of shaft speeds. For
example, Rathbone has recommended some simplified upper limits of vibra-
tion that can be specified in terms of velocity for vibration frequencies above
20 Hz (1200 cycles per minute). The limits that he recommended (Rathbone,
1963) are: For power machinery, electric motors, large fans, turbines, pumps,
dishwashers, dryers, vacuum cleaners, mixers, etc., the velocity should be less
than 0.13 in./s, peak (110 dB re 10-® m/s peak*). For hand tools, small fans,
and room air conditioning equipment, the velocity, should be less than 0.1
in./s peak (108 dB re 10 m/s, peak)**. For precision machinery and busi-
ness machines, the velocity should be less than .063 in./s, peak (104 dB re
10" m/s, peak).

These values should be used only as a guide. Considerable variation in
significance can be expected for several reasons. For example, the relation
between the actual spindle or shaft vibration and the vibration measured on
the associated bearing housings is complex and would not necessarily be the
same for machines of the same type but of different design.

Furthermore, the vibration at a bearing housing may vary significantly
around the housing because of components of different phase being intro-
duced external to the bearing. The nature of the vibration, that is, if it is

‘Fgr the equivalent rms value (re 10"® m/s, rms) subtract 3 dB; for average values (re
10~° m/s avg), subtract 4 dB.

**The ratings in terms of rms values of sinusoidal vibration, as measured on some

vibration meters, will be about 0.7 of these peak values; for average values (actually
‘“‘average absolute’’), use 0.6 of the peak values.
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rough or random or of an impact type rather than if it is sinusoidal motion,
also affects the value that is significant.

Even if no element of human reaction is involved, different criteria can be
set up for the same application. Thus, the manufacturer of a compressor may
select a velocity of 0.5 in./s, peak (122 dB re 10® m/s, peak) measured on
the bearing housings, as a safe upper limit, but the user may prefer to have
the vibration kept to 0.1 in./s, peak (108 dB re 10-% mys, peak) or less, for
best performance and low maintenance costs (cf. Power, Vol 109, May 1965,
pp 162-164.)

The manufacturer is influenced by what can be competitively produced
and still have a reasonable life, but the user should be willing to pay more for
a unit with the reduced maintenance costs that usually accompany lower
vibration levels.

It is important to recognize that resilient mounting of a machine will not
ordinarily reduce the vibration levels at the machine unless the vibration is
coming from the foundation. Resilient mounting may be helpful in preven-
tive maintenance, however, since it can reduce the effects of extraneous vi-
brations on the machine being measured. The vibration data from any given
machine are then more representative of the condition of the machine.

3.20.3 Vibration Specifications. Limits on vibration on many machines
have been set for a variety of reasons, generally on the basis of experience.
For example, on a good lathe one may find a specification such as:

‘Vibration to 1200 rpm (20 Hz) should not exceed 0.0005 in. on bed and

0.0003 in. at spindle.

These are peak-to-peak measurements and the corresponding peak-velocity
measurements at 1200 rpm are .03 in./s and .018 in./s. Such a specification
should help to insure both high quality of work and low maintenance. But
it is strange to find that many manufacturers and users of precision rotating
machinery neglect such an important specification.

3.20.4 Other Effects. Many of the useful effects of vibration in chemical,
biological, and physical procedures are discussed by Hueter and Bolt (1955),
Crawford, (1955), Bergman (1954), Frederick (1965), and Brown and Good-
man (1965). The effects of machine-tool vibration have been reviewed by S.
A. Tobias (1961), and metallic fatigue has been covered by Harris (1961).
Many of the effects of vibration are discussed briefly in books and trade
journals for the particular specialty in which the effect occurs. The handbook
edited by Harris and Crede (1961) is, however, remarkably comprehensive in
its coverage of the many problem areas of shock and vibration.
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Chapter 4

Hearing-Conservation
Programs in Industry

Y
Rufus L. Grason and Carol Hetzel
(Grason-Stadler Company, Inc.)

4.1 INTRODUCTION.

Noise has been recognized as a contributing factor in hearing loss for
hundreds of years. Chadwick (1963) notes, from about the 12th century,
references citing noise-induced hearing losses. Fosbroke (1831), for example,
states: ““The blacksmiths’ deafness is a consequence of their employment; it
creeps on them gradually, in general at about forty or fifty years of age. At
first the patient is insensible of weak impressions of sound; the deafness
increases with a ringing and noise in the ears, . . .”

In 1831 it was also recognized that these comments were not new.
Fosbroke continues with: “It has been imputed to a paralytic state of the
nerve, occasioned by the noise of forging, by certain modern writers, and by
the old writers, to permanent over-tension of the membrane, . .."” Not until
about a century later, however, was this awareness substantiated by data that
defined specific characteristics of hazardous noise and indicated how these
characteristics might be controlled. The consequence of such careful defini-
tion has been twofold:

1. the increasingly common establishment of industrial hearing-conserva-

tion programs, and

2. the introduction of federal and state legislation that provides financial

compensation for noise-induced occupational deafness.

This chapter defines the hazardous properties of noise, as understood on
the basis of current data, their effect on the physiology of the ear, and the
manner in which both hearing conservation and legislative programs are
working to protect industrial workers.

4.2 THE HUMAN EAR.

4.2.1 Anatomy. Anatomically (Davis and Silverman, 1970), the ear is
divided into three sections—the outer, the middle, and the inner ears—through
which air-conducted sound waves must travel in order for “hearing” 1o occur.
The outer ear consists of the fleshy appendage attached to the head and the
ear canal, both of which serve to channel sound waves toward the elastic
tympanic membrane commonly known as the eardrum. The conically shaped
tympanic membrane transforms the energy of sound waves into mechanical
energy of the middle-ear ossicles, a set of small bones. The ossicle chain,
acting as an impedance transformer, transmits the vibrations of the tympanic
membrane to the oval window. This window moves in and out, much like a
piston, generating pressure waves in the perilymph, a nearly incompressible
fluid in the inner ear. The pressure differential that results moves the basilar
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membrane and the organ of Corti. The hair cells in the organ of Corti
transform the mechanical motions into nerve impulses, which are transmitted
through the eighth nerve into higher centers in the brain, where they are
decoded and interpreted as sound.

4.2.2 Effects of Noise. The description above indicates that sound is
transmitted to the brain first by conductive and then by neurological means.
Conductive mechanisms—movement of membranes, bones, and fluid—propa-
gate the sound waves from the external through the middle and inner ears. In
the inner ear proper, direct conductive stimulation of the tiny nerve receptors
translates the previously mechanical activity to an electrical, or neurological,
activity,

<The importance of making this distinction between conductive and neuro-
logical transmission is simply that noise tends principally to damage the
neurological auditory mechanisms—the hair cell§ Most frequently, noise-
induced injury first occurs to the outer- and inner-hair-cell structure; then, if
hazardous noise conditions persist, the organ of Corti itself is destroyed. The
consequence of such damage is that nerve cells that would have transmitted
the auditory signal degenerate; they will never regrow and cannot be replaced.
Severe damage from noise exposure, then, is permanent. The one exception
to this rule is that short, intense blasts of noise can rupture an eardrum,
dislodge a bone in the middle-ear chain, or otherwise damage a conductive
mechanism. This acoustic trauma is often temporary and in many cases can
be repaired by surgery or, if simple enough, will heal itself in time.

4.3 NOISE-INDUCED HEARING LOSS.

4.3.1 Data Sources.

Field Studies. In recent years, a great deal of research has been carried
out defining properties of noise hazardous to human hearing. Many studies
have been made in actual industrial environments where the hearing
of the workers was assessed over the course of many months and after
exposure for many years (Rosenblith, 1942; Ruedi and Furrer, 1946; Cox et
al, 1953; ANSI Z24-X-2-1954; Rudmose, 1957; Kylin, 1960; Glorig et al,
1961; Nixon et al, 1961; Schneider et al, 1961; Yaffe and Jones, 1961; Burns
et al, 1964; Harris, 1965; Taylor et al, 1965; Baughn, 1966; Atherley et al,
1967; La Benz et al, 1967; Noweir et al, 1968; Botsford, 1969; Cohen et al,
1970; Kronoveter and Somerville, 1970). These studies by their very nature,
could not be controlled to yield well-defined statements regarding the exact
relations between various noise parameters and hearing loss. What such
studies did yield, however, were a series of general principles that laboratory
experiments later were to define in detail:

1. Low-frequency noise energy tends to be less damaging to hearing than
mid-frequency noise.

2. Beyond certain levels, increased intensity and increased exposure time

produce increased hearing loss, and an increased fraction of the exposed

group will have significant losses.

3. Individuals show a differential susceptibility to noise-induced hearing

loss.

4. Hearing loss due to noise is most pronounced in the region near 4000

Hz, but spreads over the frequency range as exposure time and level

increase.
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Laboratory Studies. A laboratory-simulated industrial environment, unlike
actual industrial situations, has the advantage of permitting the specification
and control of noise parameters. The measurement of the effects of noise,
however, is potentially difficult, as it would seem to require that a permanent
hearing loss be induced in the subject. Fortunately, an alternative procedure
has been developed. |t is now generally accepted that there are two types of
hearing losses—temporary and permanent—both indicated as an increase in an
individual’s threshold/\(i.e., the intensity level at which he just detects the
presence or absence of an audio signal). When a hearing loss occurs for a
relatively brief period of time following exposure to noise, a temporary
hearing loss or temporary threshold shift (TTS) is said to have occurred. When
the effect of the exposure is to permanently lessen an individual’s sensitivity
for hearing, a permanent threshold shift (PTS) has occurred. On the basis of
recent evidence, many investigators assume certain similarities between TTS
and PTS (Glorig, 1967; Kryter et al, 1966). Such an assumption has the
practical advantage of permitting laboratory studies to be carried out on
various parameters of noise, using TTS as an indication of the long-term
effects of noise. Typical experiments set up along these lines commonly
involve one parameter of noise—its level, duration, or spectrum, etc—being
varied while all other parameters are held constant. The resulting characteris-
tics of the TTS, its duration, extent, rate of growth and rate of recovery, are
used as indicators of the character of PTS that would result from prolonged
exposure to the same variable,

On the assumption that TTS and PTS are related, a measurement of TTS
for any of the varied and complex noises that occur in practice could be a
useful guide to the potentially hazardous nature of these noises. Rather than
exposing a statistically useful number of subjects to these noises and observe
their TTS's, one can simulate TTS behavior by an electrical model that
responds in accordance with the experimentally observed TTS behavior
(Keeler, 1968). Such devices have been built (Benson et al, 1964; Botsford
and Laks, 1970; Moser, 1970) and used on a small scale.

4.3.2 Hazardous Properties of Noise. Using data from studies on PTS and
TTS, investigators (see below) have isolated several characteristics of noise as
contributors to the destruction of neurological elements in the ear, and
consequent loss of hearing. Of these characteristics, at least the following are
critical: over-all noise level, the spectrum of the noise, total exposure dura-
tion, and the temporal distribution of the noise.

Over-all Sound Level of the Noise Spectrum. Since noise level is only one
parameter involved in hearing loss produced by noise exposure, only a
preliminary rating of the potential danger is possible with a single noise-level
reading{As a general rule, however, it can be stated that noise whose over-all
A-weighted sound level is below 80 dB (Ward, 1969) is probably reasonably
saf€) Since many industrial noise levels are greater than 80 dB (A), additional
information about the character of the noisc is required before any statement
regarding its effects on hearing can be made.

Shape of the Noise Spectrum. Laboratory studies have indicated that TTS
is a function of the spectrum of the noise%e indicated earlier that the ear is
most sensitive to frequencies above 1 kHz, and that hearing losses occur more
readily at these than at other frequencieisﬂ\loise containing concentrated
energy in the mid-to-high frequency regions (octave bands 600-1200 11z and
above) is more hazardous to hearing than noise containing energy concen-
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trated below 600 Hz>(Ward et al, 1959(Evidence also indicates a pure tone
at a given level is more damaging to hearing than a band of noise at the same
level, centered about that frequency»(Cohen and Baumann, 1964; Ward,
1962).

Cumulative Duration of Noise Exposure. PTS data, as well as data gathered
in TTS studies, indicate that up to a point, as the total duration of noise
exposure increases for any given population, the incidence and magnitude of
the resultant hearing loss also increases.

The noise-induced hearing loss may not continue until total deafness is
induccd.(é]orig (1961) found that the permanent hearing loss at 4 kllz
stemming from daily noise exposures of 5-8 hours tended to reach a maxi-
mum at about twelve years of exposure.

Temporal Distribution of Noise. The relation between intermittent noise
and hearing loss is not clearly defined. One simple rule that is approximately
correct over a limited range is based on the premise thatregardless of how
energy in noise is distributed across time, its net effect upon threshold shift is
a function of total energy) This relation is reflected in the recommendations
of the American Academy of Ophthalmology and Otolaryngology (AAOO)
Committee on Conservation of Ilearing (1969).

In their recommendations, the partial noise exposures are related to the
equivalent continuous A-weighted noise level by equivalent energy summa-
tions. Thus, 90 dB (A) for 12 hours/week, 95 dB (A) for 4 hours/week, and
100 dB (A) for 80 minutes/weck are each rated as equivalent to 85 dB (A) for
40 hours/week This relation can also be expressed as that twice the encrgy (3
dB (A) increase in level) is permissible for every halving of exposure duration,
without increasing the risk>

number of laboratory studies indicate that the ear can tolerate signifi-
cantly higher noise levels, when the duration is shortened, than this simple rule
allows (Ward et al, 1959)>‘§be Department of Labor for example, permits a
5-dB tradeoff in level for each halving of the duration in its Occupational
Safety and Health Standard?(Fedcral Register, 36, 105, May 29, 1971).

4.4 HEARING-CONSERVATION PROGRAMS.

Industrial hearing-conservation programs are designed to protect workers
from the hazardous effects of noise.{n order to be effective, a program
should include three arcas of concentration: noise assessment, noise reduc-
tion, and hearing assessment>

4.4.1 Assessment of NoiseSA common method of assessing noise involves
using a sound-level mcter (General Radio Type 1565 or similar) set to A
weighting) At this setting, the clectrical cquivalent of the noise is passed
through 4 weighting network that has a frequency characteristic like that of
the human ear at threshold, i.¢., both are more sensitive at middle frequencies
than at very high or very low frequencies. A single reading on the “A” scale
gives an approximate indication of the noisc level as it affects the human ear.
Under these measurement conditionsgan SPL of 80 dB (A) is often regarded
as completely acceptable as the level of continuous noise that should not be
excecded in the course of an 8-hour day. For enforcement purposes, however,
the Department of Labor has set 90 dB (A) as the limit for 8 hours of
exposure per day ™
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As already noted, however, most industrial noise is not uniform and
continuous during the course of an entire day . More commonly, the noise will
be intermittent, or fluctuating in level, or both The regulations of the
Department of Labor include rules for determining th<equivalent exposure)
The present limits are as follows (Federal Register, May 29, 1971).

\1910.95 Occupational noise exposure>

(a) Protection against the effects of noisc exposure shall be provided when the sound
levels exceed those shown in Table G-16 when measured on the A scale of a standard
sound level meter at a slow response. When noise levels are determined by octave band
analysis, the equivalent A-weighted sound level may be determined as follows:
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Equivalent sound level contours. Octave band sound pressure levels may be converted to
the cquivalent A-weighted sound level by plotting them on this graph and noting the
A-weighted sound level corresponding to the point of highest penetration into the sound
level contours. This equivalent A-weighted sound level which may differ from the actual
A-weighted sound level of the noise, is used to determine exposure limits from Table
G-16.

Table G—16—Permissible Noise Exposures®

Sound level

dBA slow

Duration per day, hours response
8§ —\——--— 90
6 —v—————————— 92
4 ———————— - 95
3 —— 97
2 ——————— 100
1Y—————— 102
!l ——— 105
Yo ———————— 110
Yorless ——————————— 115

! When the daily noise exposure is composed of two or more periods of noise exposure
of different levels, their combined effect should be considered, rather than the individual
effect of each. If the sum of the following fractions: C/T| + C5/T3 Cn/Tn exceeds
unity, then, the mixed exposure should be considered to exceed the limit value,Cn
indicates the total time of exposure at a specified noise level, and T# indicates the total
time of exposure permitted at that level.

Exposure to impulsive or impact noise should not exceed 140 dB peak sound pressure
level.
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(b«l) When employees are subjected to sound exceeding those listed in Table G-16,
isible administrative or engineering controls shall be utilized. Af such controls fail to
uce sound levels within the levels of Table G-16, personal protective equipment shall
provided and used to reduce sound levels within the levels of the table.
(2) If the variations in noise level involve maxima at intervals of 1 second or less, it is
considered continuous.

In all cases where the sound levels exceed the values shown herein, a continuing,

fective hearing conservation program shall be administered.

When the noise level is varying in a simple fashion during the period of
:posures::a simple chart record can be prepared to determine the equivalent
:posure from the sound-level meter readings» (See Primer of Plant Noise
easurement and Hearing Testing, available free from General Radio Com-
iny). But if the exposure history is complicate the GR 1934 Noise-Expo-
re Monitor, specifically designed to determine the percent of noise expo-
re automatically, is particularly helpful in checking compliance with the
gulations\(See description of monitor in paragraph 6.4).

4.4.2 Noise Reduction. If an analysis of the industrial noise indicates that
hazardous environment exists, a number of steps should immediately be
ken to protect the workers in that area. The primary approach is to reduce
e sound levels to be less than those allowed.

Modifying the Source (See Chapter 9).Protection commonly begins with
1 analysis of the environment to locate the source of noise.\dnce located,
e offending device should be modified or replaced with a quieter model At
1e very least, specifications for future equipment to be purchased should be
ritten to attenuate the noise production.

Modifying the Path (See Chapter 9). If little can be done to alleviate the
»ise at its source, then perhaps some modification of the noise path can be
'fected.<0ftcn the distance between the source and the worker can be
creased, or the source or the worker can be enclosed in a noise-attenuating
rrier.>

Protecting the Ear. A third means of implementing noise reduction in-
slves protection of the receptor itself—the human ear\This can be accom-
ished as indirectly as rotating the worker in and out of the noisy environ-
ent, thereby increasing the intermittency of the noise exposure and decreas-

g the possibility of noise damageMore directly, such protection can—and
‘ten does—involve a noise-attenuating device worn over or in the ears of the
orker.)The particular type of ear protector worn by the worker depends
son a number of factors, among them the individual’s ear anatomy and his
amediate working environment. In general, there are three types of ear
rotectors: ear plugs, car muffs, and helmet.

Ear plugs, made of a nonporous pliable material, are designed to fit into
1e ear canal. Properly designed, plugs can provide as much as 15-dB attenua-
on at 125 Hz and 40 dB attenuation at 4 kliz. Dry cotton or similar
iaterial is often stuffed into the ear canal as a substitute for well designed
lugs. Contrary to popular belief, such material offers virtually no protection
'om noise, and should not be used as a substitute for plugs, unless the
iaterial is well impregnated with wax, a modification which greatly improves
s effectiveness.

Ear muffs surround and cover the external ear completely. When designed
1d fitted properly, the ear muff can meet and, at low frequencies, exceed
1e attenuation afforded by plugs. However, since these devices surround the
ir and adjacent portions of the face, their attenuation is greatly affected by
1ovements of the jaw in chewing, swallowing, and talking.
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The helmet, can be as simple as a heavy-duty cloth covering the upper
head and cars, or some variation of the hard hat. Generally, the helmet is not
an effective protector, having attenuation characteristics less efficient than
those of ear plugs.

In summary, we can say that accepted devices, such as ear plugs and muffs,
potentially provide virtually the same amount of attenuation. The actual
amount of attcnuation afforded by these protective devices is primarily
dependent upon how well they are fitted, and how consistently they are
worn. A recent study (leffler, 1967) on the cffectiveness of ear plugs
revealed that, when loosely inserted, plastic plugs provided only 10-dB
attenuation at low frequencies, and 35-dB attenuation or better at other test
frequencies. It is a fact that the attenuation cfficiency of other types of
protectors—not merely plugs—falls off as their positioning and fit become
poorer. But, even a poorly fitted protective device is better than none at all,
and workers jn hazardous environments, who use such devices inconsistently
or not at all, risk permanent hearing damage.

The percentage of employees misusing protective devices is alarmingly
high. Maas (1969), Audiologist and Hearing Consultant for Employers, Mu-
tual of Wausau, indicated at onc point that little more than 20% of personal-
protection programs could be termed in any way successful. Evidence in
support of this statement lies in the fact that, in spite of the institution of
protective programs, individual hearing records taken across several years
continue to show increasing hearing loss. And the reason protective devices
are not working is not that the devices are inadequate, but that they are being
used improperly, if at all.

There are a number of steps that can be taken to correct this situation.
Most important, the worker must be convinced of the desirability of using
thesc devices. This conviction can be most effectively instilled by a good
indoctrination program, which clearly spells out the hazards of unrestricted
noise and the utility of personal protective devices worn properly.

Second, the worker should be allowed some choice in the selection of the
device he will be wearing. It is essential that for him the device be: comfort-
able, capable of being worn up to 8 hours per day; non-toxic, causing no
irritation or skin reaction when worn; casy to use, store, fit, clean and carry;
and durable, capable of surviving for several years of daily use. If these
conditions are met, personal-protection programs will have a much higher
likelihood of success.

4.5 HEARING MONITORING.

<The third and perhaps the most important phase of the hearing-conserva-
tion program involves the ongoing monitoring of employees exposed to noisy
environment3»(Hosey and Powell, 1967). If noise is indeed having an adverse
effect upon the ear <then a meaningful record of each worker’s hearing across
time should reflect this chang¢> The measurement of the human hearing
function is called “audiometry,” and basically requires that the subject make
judgments about specified auditory stimuli. These judgments can relatc to the
least-intense sound that can be detected (absolute threshold), the minimal
detectable difference between two sounds (differential threshold), or the
matching of one sound characteristic to another, Similarly, the stimuli can be
pure tones, white noise, narrow-band noise, or a variety of speech modes. The
choice of which judgment is requested and which stimulus is presented is a
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function of many variables, among them the purpose of the test and the
environment in which it is administered.

In industrial situations, the requirements placed upon the audiometric test
are, first, that it should be simple to administer and easily understood by the
individual taking the test. Second, the test should be a sensitive index of the
subject’s hearing changes. And finally, the test should be sufficiently well
specified and standardized that the comparison of results is possible. All of
these requirements are met by the pure-tone absolute-threshold test, which is
used extensively in industrial audiometry.

4.5.1 Audiograms{ The end result of the administration of a pure-tone
threshold test is an abdiogram, a permanent record of the subject’s hearing
sensitivity for each of several pure-tone frequencies presented) Sensitivity is
defined in terms of deviation, in dB, from “normal hearing.” Normal hearing,
in turn is defined both by the International Standards Organization (ISO) and
by the American National Standards Institute (ANSI) and is shown by the
absolute threshold values in dB SPL shown in Table 4-1. These values, based
on 15 different studies of absolute threshold sensitivity in young adults, are
representative of an international agreement on the definition of normal
hearing. Collectively, these SPL values are referred to as the ISO/ANSI zero
reference level, and are used as a basis for uniform calibration of audiometers.

Table 4-1
PURE-TONE REFERENCE THRESHOLD LEVELS *
Frequency dB

(Hz) {re 20 uN/m?)

125 45

250 255

500 115
1000 7
1500 6.5
2000 9
3000 10
4000 9.5
6000 11555
8000 13

*1964 1SO/1969 ANSI, based on measurements
made on National Bureau of Standards 9-A Coupler
and Telephonics TDH-39 Earphone fitted with
MX-41/AR Cushion. Similar values have been
developed for other sources.

On the audiogram form shown below, the 0-dB horizontal line represents this
zero reference level, which, in turn, is equivalent to the standardized normal
threshold values shown in Table 4-1. Deviations from this line are noted as
dB Hearing Threshold Level (HTL). A subject, requiring a more intense signal
to reach threshold than normal, will show a positive HTL; one requiring a less
intense signal than normal will show a negative HTL. (See paragraph 4.7 for a
discussion of factors responsible for deviations around the standardized

normal value.) o
It should be noted that, before the current ISO/ANSI Standards defining

normal hearing were accepted, other standards were in effect (Davis and
Silverman, 1970, Chapter 7). In 1951, the American Standards Association
(ASA) published reference levels that were generally used until 1964 for
audiometric calibration. These two sets of scales—1951 ASA and 1964
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Figure 4-1. Audiogram showing left-ear hearing loss due to acoustic trauma.

1SO/1969 ANSI—differ by about 10 dB across all frequencies, with 0 dB HTL
on the ISO/ANSI scale falling at about —10 dB on the ASA scale.

The discrepancy between these two reference levels makes it quite conceiv-
able that an employee tested first on an ASA referenced audiometer and later
on an ISO/ANSI referenced audiometer could be assigned a full 10-dB hearing
loss when, in fact, his hearing had remained constant from test to retest. Such
assumed hearing losses could legally affect the financial compensation awards
to the worker (see paragraph 4.8). For this reason, it is extremely important
that the appropriate reference level be noted for each audiogram made.

4.5.2 Test Equipment.

Audiometers. As noted in the preceding section, pure-tone threshold tests
are most often used in the industrial situation to assess an individual’s hear-
ing. The instrument implementing this test is called a pure-tone audiometer,
which permits pure tones at specified frequencies and intensities to be pre-
sented to the subject. Generally, audiometers used by industry are limited-
range units, which commonly provide frequencies of 500, 1000, 2000, 3000,
4000, and 6000 Hz, and earphone output levels of at least 70 dB above the
standard threshold reference level. Both parameter ranges are sufficiently
wide to permit initial auditory screening/testing of the sort required in
industrial situations.

Many requirements are placed on these screening audiometers from users
and standards organizations alike. General standards, set up by the American
National Standards Institute (ANSI $3.6-1969), for example, specify the
purity and accuracy of test frequencies, the accuracy of level in dB SPL,
characteristics of the audio switch, and stability, with regard to line voltage
and temperature,

Limited-range, pure-tone audiometers can be either manual or automatic.
In the manual audiometer, all testing—i.e., the selection and presentation of
appropriate frequencies and intensities, and the recording of the subject’s
responses—is done by hand. The automatic audiometer, a more recent devel-
opment, administers the test and records the subject’s responses with a
minimum of operator intervention. Although the particular testing technique
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employed varies, many automatic audiometers incorporate the Bekesy (1947)
technique, which records the subject’s threshold estimates continuously,
either as a function of frequency (sweep-frequency Bekesy), or as a function
of time (fixed-frequency Bekesy). In a typical industrial testing situation, a
recording pen is moved along the horizontal axis of the audiogram form, on
which several frequencies are located. In the absence of a subject response, an
automatic attenuator associated with the subject switch increases the sound
level and simultaneously moves the recording pen down along the HTL
(vertical) axis of the form. In the presence of a subject response, the
attenuator decreases the sound level and moves the recording pen up along
the chart’s vertical axis. The end result of this procedure is that the subject,
instructed to press the switch when he hears the sound and to release when
the sound is not heard, adjusts and simultaneously records his threshold
continuously across time, for each of several frequencies. In addition to the
obvious benefit of operational ease over manually controlled units, automatic
audiometers have the advantage of providing increased test-retest reliability
by presenting a standard test sequence, free from operator intervention and
the consequent likelihood of error. The legal ramifications of such reliability
are quite extensive.

Several automatic audiometers ot the sort mentioned above are currently
available for industrial audiometry. The Grason-Stadler Model 1703 Audiom-
eter (Figure 4-2), for example, is a fully automatic unit that presents a
fixed-frequency Bekesy test sequence while providing a record of the sub-
ject’s responses on an integral X-Y recorder. In addition to standard frequen-
cies, the 1703 tests both ears at 8 kHz, then retests at 1 kHz, the latter used
as an indication of test reliability. The 1703 features a unique variable-speed
intensity drive that allows the subject to ““home in” rapidly on the threshold
region, then spend more time precisely defining threshold.

1f an audiometer is to provide a true record of an individual’s hearing, it
must be calibrated in accordance with specified standards. When the unit is
first manufactured, its many signal parameters—level, purity, rise/fall time,
etc—are all precisely calibrated, often with the aid of wave analyzers and
other electronic instrumentation)Once in the field the audiometer should be
sent to a calibration laboratory once or twice a year for thorough inspection
and testing, to insure this continued calibration.

Typically, unless audible cues indicate a malfunction in the unit’s compo-
nents, a daily field calibration, involving only a check of signal level, provides
the nceded assurance of accurate operation between such annual or semiannu-
al certifications. To facilitate this field calibration, General Radio offers the
Type 1562-Z Audiometer Calibration Set which consists of the Type 1565-B
Sound Level Meter and a choice of couplers that connect the meter to the
audiometer. To ensure accurate readings from the sound-level meter, a
sound-level calibrator is also included. This calibration technique is easy to
implement, can be accomplished in a short time, and is extremely reliable. Its
frequent use is recommended over alternate methods.

The validity of threshold measurements is affected not only by the
calibration of the audiometric instrument, but also the test environmeng> If
there is a high ambient noise level, the test stimuli can be masked, and, asa
consequence, the threshold values of the subject can be erroneously elevated
(Cox, 1955).

If the audiometric tests are questionable because of high noise levels in the
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test area, a hearing-conservation program cannot be cffectively carried out)>

The acceptable levels of background noise for audiometric tests are given
in an American Standard (ANSI $3.1-1960).* For the important frequencies
used in industrial audiometry these levels are given in Table 4-2} where the
center frequency is that of the audiometric test frequency and of the analyzer
bands.

Table 4-2
PERMISSIBLE BACKGROUND NOISE LEVELS
Octave Band | Test Room Level (dB) | GR 1939 Level Outside GR 1939
Center Freq. Attenuation dB
(Hz) Max |10 dB Margin (dB) Max 10-dB Margin
500 40 30 46 86 76
1000 40 30 53 a3 83
2000 a7 37 58 105 a5
4000 57 a7 61 18 108
8000 67 57 63 130 120

<The AAOO (1969) recommends levels that are 10-dB lower than those
shown for the octave-band levels, except for the 8000-Hz band, where the
recommended level is 52 dB>

In the selection of a location for audiometric testing, the noise environ-
ment must, therefore, be considered. It is rarely possible to make the
selection on the basis of the noise environment alone, since it is usually
desired to make the tests near the medical or personnel departments. Al-
though these areas are usually relatively quiet, they do not often have a low
enough low-frequency background-noise level, particularly in a plant that has
noise levels high enough to constitute a hazard. In addition, these arcas are
often variable in level because of the way that personnel movements fluctu-
ate, the occasional doors that slam, the rearrangements of office and factory
operations, and the changes in production rate or techniques. One might
allow a safety factor for these expected changes, 10 dB is often suggested, in
assessing a particular space for suitability and long-term adequacy.

« The space set aside for audiometric tests might be in an existing room, if
sufficient sound isolation is provided. A more satisfactory procedure is to use
a professionally designed and built prefabricated audiometric room (Hir-
schorn, 1967). Such a room will provide adequate attenuation of noise to
permit location in many areas.

The attenuation characteristics of the GR Type 1939 Audiometric Exami-
nation Room (manufactured by the Industrial Acoustics Company) are
shown in the Table 4-2, along with the permissible background noise levels. If
this room is to be used, an octave-band analysis of the noise at the proposed
site should show levels that are lower than those shown in the right-hand
column.

4.6 PERSONNEL.

There are no firm standards regarding what type of individual is most
appropriate to operate the audiometer used in industrial situations. Naturally,
since automatic audiometers simplify the testing situation, their use means
that less training will be required in order for personnel to administer the test.
Regardless of what type instrument is employed, of prime importance is the

*The standard uses the older series of octave bands, but the corresponding levels with
the new standard series of bands should be essentially the same.
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requirement that the person operating the instrument recognize the signifi-
cance of the test and the need to keep extraneous variables at a minimum.
Likewise, instructions to the subject should be consistent and unvarying,
since subtle changes in the subject’s understanding of his task can effect
significant changes in his apparent threshold.

4.7 AUDIOMETRY PROGRAM

<In summary, a reliable audiometer, suitable test environment, and consci-

entious personnel using consistent test routines are all essential to meaningful
monitoring of hearing? Once these criteria are met, the audiometry program
can and should be implemented in several areas.

4.7.1 Uses. The first application for an industrial audiometric program is
often that of pre-employment screening>The results of such tests provide a
valuable reference record of the employee’s hearing prior to his entering the
occupational situation. Since it is probable that 27 out of every 100 workers
entering a job have some hearing loss (Maas, 1965), the importance of such a
record is great.{t can protect the worker already exhibiting susceptibility to
hearing loss by causing him to be placed in low-noise work environmentsXt
can also protect him by detecting, at an early stage, a hearing disorder that
otherwise might have gone unnoticedXS§uch pre-employment tests also pro-
tect the employer, by providing him with a validated record of the indivi-
dual’s hearing before employment commenced.-Without such a reference,
legal suits could be initiated by the employee for hearing losses incurred on
the job when, in fact, a pre-existing condition was responsible for the loss.

Figure 4-2. Automatic audiometer test showing a freshly recorded audiogram of actual
hearing-acuity response. The subject is seated in the GR 1939 Audiometric Examination
Room.
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<A second and equally important use for the audiometry program is the
implementation of the follow-up tests of hearing ability)It is imperative that
persons stationed in possibly hazardous noise environments have their hearing
checked,“usually at 9-12 month intervals after job placement)or earlier{if
they have been regularly exposed to noise levels in excess of 80 dB (A).\
Retest should not be postponed until speech discrimination problems are
noted, since noise can affect hearing in the region of 3, 4, and 6 kHz, even
when it does not markedly interfere with hearing for speechCAn interval of at
least 16 hours after exposure to high noise levels should elapse before
measuring hearing>This period provides the ear mechanism sufficient time to
recover from the effects of TTS—obviously a prerequisite to making an
accurate estimate of threshold.

Follow-up tests should employ standard threshold-testing procedures used
in the original examinations. By comparing the current record with the
preemployment-threshold audiogram, a qualified tester can estimate what, if
any, hearing losses have occurred. Of course, more sophisticated tests may
have to be made, to differentiate a real permanent hearing loss from a
temporary or false loss—due to inattentiveness or malingering by the sub-
ject—and, in the case of the permanent loss, to pinpoint its locus.

4.7.2 Evaluation of Changes. The final—and in many ways the most
important—aspect of the hearing program comes from the analysis of em-
ployee audiograms. Where hearing losses are indicated, some qualified indivi-
dual—in some cases the technician or physician in the plant, in others, an
outside audiologist=must determine the cause of the hearing change. There
are a host of relevant variables that can be investigated as contributors:
physical variables, such as improper earphone placement or high ambient
noise level; physiological variables, such as the sex of the subject, his age and
general health; psychological variables, such as the subject’s motivation and
attention fluctuation; and methodical variables, such as the testing technique
and instructional set used. Finally, there is the very real possibility that none
of these variables can account for the current audiogram and that a perma-
nent hearing loss has occurred. From this point on, it is up to the qualified
professional, the audiologist and his associates, to ascertain the type of
difficulty, its cause and, where possible, its cure. Toward these ends, the data
from the industrial monitoring program will be used—the audiogram, informa-
tion about the character of the noise, and medical history of the individual.
For these reasons, it is essential that this information be kept as current and
complete as possible.

4.8 APPROPRIATE LEGISLATION.

Just as the awareness and specification of the hazardous properties of
noise has increased in recent years, so also has federal and state legislation to
protect employees whose occupation requires that they work in a noisy
environment. A number of states have made legislative provisions to compen-
sate workers suffering from industry-rclated hearing losses. Wisconsin, one of
the leaders in this area, has had loss of hearing listed as a compensable claim
since 1919 (Frederickson, 1967). The first case in the state, however, was
filed only in 1951, culminating in a State Supreme Court decision (1953) that
allowed the claimant compensation for industrial-noise-induced hearing loss.
This case, now a classic, was one of the first instances in which it was
agreed that a disability was sustained, even though the employee had not
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missed work and a wage loss had not been sustained. As a result of this
decision, some 500 more claims were filed in a short period of time until, in
1955, the present section of state legislation pertinent to occupational hear-
ing loss was passed (Frederickson, 1967). Briefly, this legislation acknowl-
edges the reality of occupational deafness, defined by permanent partial or
total loss of hearing. It further permits the awarding of financial compensa-
tion to employees sustaining such a loss, whether partial or total, provided
that the loss is verified by hearing tests or medical evaluation. This last phrase
emphasizes, once again, the importance of validated audiograms.

The Wisconsin legislation is not unique by any means. AAOO indicates
that over 35 of the 50 states acknowledge the existence of occupational
hearing loss due to continuous noise exposure, and provide compensation for
such loss. In the remaining states, responsibility for hearing loss claims must
be determined by a court decision.

In addition, Federal legislation has recently been enacted to protect
workers in firms engaged in interstate commerce (see paragraph 4.4.1),and a
number of states have similar regulations.*

These regulations, as well as others proposed, underscore the prevalence of
high-level noise and its damaging effects on human hearing. It also makes it
essential, for the protection of employer and employee alike, that industry-
wide hearing conservation programs be implemented immediately to assess,
reduce, and monitor the effects of noise.

*Cf. American Conference Governmental Industrial Hygienists, Threshold Limit Values
of Physical Agents Adopted by ACGIH, (1014 Broadway, Cincinnati, Ohio 45 202).
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Chapter 5

Analysis

5.1 INTRODUCTION.

Electronic techniques can provide more information about sound or vibra-
tion signals than merely the over-all levels. We can find out how the energy of
a signal is distributed over the range of frequencies of interest, a process that
we can describe as analysis in the frequency domain. We can find relations
among signals as a function of time by correlation techniques, and we can
enhance the appearance of coherent elements in a signal, if a synchronizing
trigger is available, by waveform averaging. These two we can class as analysis
in the time domain. We can find the amplitude distribution of a signal, which
shows how often the signal is at any of a possible range of values, and this
process we class as analysis in the amplitude domain.

We shall first discuss analysis in the frequency domain in general terms.
This type of analysis, which has been called “frequency analysis”, “‘wave
analysis”, “spectrum analysis”, “time-series analysis,” and *“‘harmonic analy-
sis”’, has been widely used for noise measurements. It is invaluable in guiding
one to reduce noise and vibration efficiently (see Figure 5-1). It is also helpful
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for preventive maintenance. As we have seen in an earlier chapter, it is used in
a number of procedures for estimating the probable effects of noise and

vibration on man.
The development of electronic digital techniques has made instruments for

analysis in the time domain and amplitude domain practical. One aspect of
digital techniques, called “sampling”, will be described, because it is helpful
in understanding the concepts of autocorrelation, crosscorrelation, waveform
averaging, and amplitude distribution. After those and some additional pro-
cesses have been described, the implementation of various forms of analysis
and their characteristics will be discussed.

The application of some of these techniques is not so obvious from the
earlier discussion as is spectrum analysis, and some references will be given to
their use as they are discussed.

5.2 ANALYSIS IN FREQUENCY BANDS.,

To make an analysis in the frequency domain, the signal energy is electron-
ically separated into various frequency bands, for example, octave bands,
each of which covers a 2-to-1 range of frequencies. The analysis yields a series
of levels, one for each band, called “band levels”, or for octave bands,
“octave-band levels” or “octave-band sound-pressure levels”. Here it is ap-
parent that the band in which a reading of level is obtained must be specified
if the information is to be of value.

5.2.1 Octave Bands. The preferred series of octave bands for acoustic
measurements covers the audible range in ten bands. The center frequencies
of these bands are 31.5, 63, 125, 250, 500, 1000, 2000, 4000, 8000, and
16,000 Hz. The actual nominal frequency range of any one of these bands is
2-to-1; for example, the effective band for the 1000-Hz octave band extends
from 707 to 1414 Hz.

Another series of octave bands has been widely used in the past. The
older bands were a 75-Hz low-pass unit, and the octave bands of 75 to 150,
150 to 300, 300 to 600, 600 to 1200, 1200 to 2400, 2400 to 4800, and
4800 to 9600 Hz, but these are no longer preferred, according to American
National Standards. This older series is still specified in a number of test
codes, however, and the published data obtained with this series is extensive. *
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*A method for converting octave-band levels measured with this older series to levels for
the new series is given in Appendix A of ANSI 81.11-1966, American National Standard
Specification for Octave, Half-Octave, and Third-Octave Band Filter Sets.
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When a graph is made of the results of octave-band pressure level measure-
ments, the frequency scale is commonly divided into equal intervals, between
the position designated for each band and the position for the band adjacent
to it in frequency. The pressure level in each band is plotted as a point on
each of these positions along the other axis. Adjacent points are then
connected by straight lines. An example of a plot of this type is given in
Figure 5-2. An alternative presentation uses horizontal lines centered on the
band at the measured level.

5.2.2 One-Third-Octave Bands. For more detailed analysis of the distribu-
tion of sound energy as a function of frequency, still narrower bands are
used. The next popular division is a split of the octave into three parts. This
choice is based partly on the fact that ten such filters can be arranged
effectively to cover a 10-to-1 frequency range. The preferred center frequen-
cies for such a series would be, for example, 100, 125, 160, 200, 250, 315,
400, 500, 630, and 800 Hz. The next 10-to-1 set would start with 1000 Hz as
the center frequency and continue by multiplying each number by 10, 100
and so on (1000, 1250, 1600, 2000 . . .). Similarly, lower preferred frequen-
cies are obtained by a division of 10, 100, etc. For practical reasons the usual
span of third octaves for acoustic noise analysis runs from 25 to 10,000 Hz.

The actual effective band for a one-third-octave filter at 1000 Hz extends
from about 891 to 1122 Hz. That is, the bandwidth is about 23% of the
center freauencv.

Third-octaves vs. octaves. When we wish to compare a one-third-octave
analysis and an octave analysis, it is best to combine the one third octaves, in
groups of three to get equivalent octaves. Thus, for example, to find the
equivalent 1000-Hz octave-band level, combine the third-octave levels at 800
Hz, 1000 Hz, and 1250 Hz. Suppose the levels are 74.5, 73.0 and 71.0 dB.
These levels can be converted to relative power, summed, and then translated
back to level. Or we can use the chart of Figure 2-4 to combine them. The
combination of 74.5 and 73.0is 74.5 + 2.3 = 76.8. This result combined with
71.0is 76.8 + 1.0 = 77.8 dB.

5.2.3 Narrower Bands. Analyzers that use third-octave and octave band-
widths are widely used in acoustics, but still narrower bands are essential for
some purposes, One-tenth-octave (6.9%), one-twelfth-octave (5.8%), one fif-
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teenth-octave (4.6%), and one-thirtieth-octave (2.3%), as well as a 1% band-
width, have been used.

Some systems provide an analysis that effectively divides the spectrum
into hundreds or thousands of bands that are a constant number of hertz (e.g.
1-Hz or 10-Hz) wide. These bands are obtained either by resonant filtering,
after frequency translation by a technique known as heterodyning, by a
correlation technique known as a Fourier transform, or by some combination
of techniques.

None of these narrower-band systems is standardized, but they are often
essential for use in tracking down sources of noise and vibration and in
preventive maintenance.

5.2.4 Spectrum Level. The spectrum level of a noise is the level that would
be measured if an analyzer had an ideal response characteristic with a band-
width of 1 Hz. The main uses of this concept are comparing data taken with
analyzers of different bandwidths and checking compliance with specifications
given in terms of spectrum level. Charts for converting to this spectrum level
from the band levels obtained with octave- and third-octave-band analyzers
are given in the accompanying table and in Figure 5-4.

The corrections for spectrum level for a constant-band-width analyzer are
independent of the center frequency to which it is tuned but do depend on
the bandwidth used. As an example, for a 3-Hz band subtract 4.8 dB (10-Hz,
subtract 10 dB, 50-Hz, subtract 17 dB) to obtain the spectrum level.

The conversion to spectrum level has meaning only if the spectrum of the
noise is continuous within the measured band and if the noise does not
contain prominent pure-tone components. For this reason the results of the
conversion should be interpreted with great care to avoid drawing false
conclusions.

The sloping characteristic given for the third-octave analyzer in Figure 5-4
results from the fact that the analyzer is a constant-percentage-bandwidth
analyzer; that is, its bandwidth increases in direct proportion to the increase
in the frequency to which the analyzer is tuned. For that reason a noise that
is uniform in spectrum level over the frequency range will give higher-level
readings for high frequencies than for lower frequencies, with this analyzer.

“0—— — — ~

»
Table 5-1

CONVERSION FROM OCTAVE
BAND TO SPECTRUM LEVELS *

2

Band Center Decibels* »
315 135
63 16.5 g
125 19.5 o
250 225
500 255 s
1,000 28.5 |
2,000 31.5 °l
g’ggg g‘;g D 0 25 06 %0 1066 2500 —15,600 T30
i} . FREQUENCY IN Mr
16,000 40.5 Figure 5-4. Plot showing number of decibels to be

subtracted from Type 1564 readings to obtain spec-
*To be subtracted from octave- trum level. The “Nar, Band” is about 7% wid
band level readings to obtain | (GTE6 YWD PR CAEEr: (5 el wide.
spectrum level. The ““1/3 octave’’ is about 23% wide.
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5.2.6 Components. The measured value in a band is sometimes called the
value of a “component.” This term is more commonly used for an analysis
that divides the range of interest into a very large number of bands. The
center frequency of a band is used to designate the particular component;
thus, “the component at 120 Hz,” “the 120-Hz component”, or ‘“‘the compo-
nent whose frequency is 120 Hz.” The term “component” is considered
particularly appropriate if it is expected that the energy in a particular band is
concentrated in a very narrow frequency region, as often occurs at frequen-
cies that are multiples of the power-line frequency or of a rotational frequen-
cy of a motor. Then the resultant analysis may be described as showing
“lines” at certain frequencies.

5.2.6 Conversion of Octave-Band to A-Weighted Levels. Because A-weight-
ed sound levels are so widely used for noise ratings, some may wish to convert
measured octave-band levels to the equivalent A-level when that sound level
did not happen to be measured. This conversion is readily accomplished by
means of Table 5-2, which is used as follows:

1. Add the correction numbers given in the table to each of the corres-

ponding measured octave-band levels.

2. By means of the table in Appendix I convert these corrected numbers

to relative power,

3. Add the relative powers of all the bands.

4. Convert back from power to level in dB.

Note that instead of steps 2, 3, and 4 the summing of the corrected levels
can be done in pairs by the chart of Appendix II.

Table 5-2
CORRECTIONS FOR A-WEIGHTED OCTAVE-BAND ANALYSIS
Preferred Series of Ostave Bands Older Series of Octave Bands
Band Center
Frequency Original Weighting Octave Band Original Weighting
(Hz) Flat [ Hz) Flat C
315 -39.4 -36.4 18.75 375 -43.4 -39.3
63 -26.2 -25.4 375 - 75 -29.2 -28.0
125 -16.1 -15.9 75 150 -18.3 -18.0
250 -~ B6 8.6 150 300 -10.3 -10.3
500 - 32 - 32 300 600 - 44 - 4.4
1,000 [¢] [¢] 600 - 1,200 - 05 05
2,000 + 1.2 + 14 1,200 - 2,400 + 1.0 + 1.1
4,000 + 10 + 1.8 2,400 4,800 + 1.1 + 1.7
8,000 1.1 + 19 4,800 9,600 - 04 +19
Table 5-3
EXAMPLE OF CALCULATIONS®
Octave
Band Band Correction | Corrected
Center Level for Level Relative
{Hz) {dB) A-wtng. {dB) Power/10°
) 78 -39 39 .01
63 76 -26 50 1.1
125 78 -16 62 1.6
250 82 -9 73 20.0
500 81 -3 78 63.1
1,000 80 [¢] 80 100
2,000 80 + 1 81 125.9
4,000 73 + 1 74 25.1
8,000 65 1 64 25
338.31

*For the factory noise used previously.
1338 x 10” corresponds to 85.3 dB(A)
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5.3 TIME SERIES AND SAMPLING.

5.3.1 Time Series. An acoustic signal that is monitored at a point in space
can be considered as a variation in pressure as a function of time. This
variation is a continuous function that we transform into a similar electrical
function by the use of a microphone. We can operate on this electrical signal
as a continuous function by electronic circuits, and we call this “using analog
techniques.”

It is also useful to convert the function into a series of discrete numerical
values, which is called a “‘time series.” We can then operate on these discrete
values by digital techniques with a computer program. This computer may be
one that is easily recognized as such, or it may be built into the system in
such a way that its operation is not apparent externally.

¢ 5.3.2 Sampling. The process of obtaining a series ot discrete numerical
values from a continuous function is known as sampling. We use electronic
circuits to observe the instantancous voltage of the signal at regular intervals.
This instantaneous voltage is then converted into an electrical signal that
represents a numerical value proportional to that voltage.

What requirements do we have to put on this time series so that it is an
adequate representation of the original continuous function? The answer
depends on what information we want from the time series. If we wish to be
assured that we can perform a direct spectrum analysis on the time series, we
can begin with a specification in the frequency domain. We can see that one
factor is how frequently we sample, compared to how rapidly the signal
changes. The actual rule is that the sampling rate must be at least twice the
highest frequency component in the signal.

The frequency of the signal that corresponds to that minimum sampling
rate has been called the “Nyquist frequency,” which is then one-half the
minimum sampling frequency. The corresponding maximum time between
samples, which is the reciprocal of the minimum sampling frequency, is called
the “Nyquist interval”. As we shall see later we can sample less frequently for
operations in the amplitude domain. Sampling less frequently has also been
used to transfer information from a limited band at high frequencies to a
low-frequency region, but then, care must be taken to ensure that overlapping
of information does not confuse the process. The basic point here is that
more frequent sampling than at the Nyquist interval is sufficient sampling,
but it is not always necessary when we need only a limited amount of
information from the signal.

¢ 5.3.3 Quantization. When the sampled value is converted into an equiva-
lent numerical value by an analog-to-digital converter, each value is repre-
sented by a finite number of on-or-off states of electronic elements. The
converter has in effect an input-output relation that is a series of steps. The
size of the steps depends on the total range to be covered and the number of
steps available. Since the equivalent electrical signal is usually coded in binary
form, the number of steps is then, say 256, 512, 1024, etc., which is 2 raised
to some integer exponent.

The exponent of 2 used is called the number of “bits,” and a 10-bit
converter would have 1024 discrete values. Since the signal has both positive
and negative values, this number may be cited as 512 values plus a sign bit.

Each of the sampled values is now rounded off or quantized to the nearest
number of units in the range available. This quantization leads to an error
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that may be as much as one-half the quantum step or interval in the
conversion. On the average, however, it will be less than that, and the
equivalent noise contributed by this error has an rms value of about 0.3 times
the interval. Furthermore, this noise is distributed in frequency, and when an
analysis is made, the equivalent noise level will be correspondingly lower in
each band.

An example of small-signal operation is sometimes cited as a limiting
feature of the analog-to-digital converter. Assume that the signal applied to
the converter has a total voltage excursion that is less than one interval in its
range. Then, the output will remain at a zero value, and the signal will not be
recognized. This mode sets one limit on a type of dynamic range. But in
practice such a situation should not ordinarily occur. The converter should be
preceded by electronic amplifiers of sufficient gain so that any signal to be
studied can be brought up to the level required for proper utilization of the
converter. The dynamic range that is then of interest is the level of the
smallest component that can be observed compared to the level of the total
signal, which we shall discuss briefly.

In analysis one is often interested in each of a number of small compo-
nents of a signal, which may contain one or more dominating components.
What happens to the small components when the signal is sampled? The
answer is that they are preserved but, as described above, quantization noise
appears (Sloane, 1968). Since this noise is distributed in frequency, when an
analysis into many bands is made, the noise on the average in each band
becomes very small. With a high-resolution processor, one can then observe
components that need be only somewhat greater than the noise level in the
band, which may be appreciably less than the total noise level.

The significant reductions in effective quantization noise that occur in
some processing procedures mean that the computing system, used to process
the digital data, can advantageously utilize a significantly higher resolution
than is used in the analog-to-digital converter. It is for this reason that one
can justify the usc of a computer with 16-bit resolution for processing data
from a 10-bit converter, for example (Korn, 1966, Chapter 6; Widrow, 1961).

¢ 5.3.4 Aliasing and Filtering. In order to appreciate other effects of this
sampling process, it is useful to look at the sampling of some sinusoidal
pressurc waveforms. ‘‘Waveform” is used here to deseribe the instantaneous
amplitude as a function of time. In Figure 5-5 three waveforms are shown

WA

Figure 5-5. Waveforms of three
frequencies sampled at the same
rates for digital processing.
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with sampled points (the crosses) uniformly spaced on the time axis. In the
middle example shown, the period of the sampling is one-fifth that of the
period of the wave; sampling frequency of 5000 Hz = 5X frequency of the
wave (1000). One can see that it is not possible to pass a sinusoid through the
points shown that has a lower frequency (longer period) than that shown in
the middle.

The lower waveform in the figure is shown sampled at a rate five-fourths
the frequency of the waveform, and the upper waveform sampling rate is
five-ninths the frequency of the wave. As shown in the figure we can draw
another lower-frequency wave through the sample points. The waves have
been set up so that all 3 go through equivalent points. If we call the
frequency of the middle wave 1000 Hz, and the sampling frequency 5000 Hz,
the other frequencies are 4000 Hz and 9000 Hz. We could have shown waves
whose frequencies are 6000, 11000, 14000, 16000, 19000, 21000 Hz, etc.,
all of the same peak amplitude and all going through the same points. Since
these cannot be distinguished from one another by the selected set of points,
they are called aliases (Blackman and Tukey, 1958, p. 167; Bendat and
Piersol, 1966, 278ff). The frequencies of components that are aliases are
related by the equation #f; = f, tkfg, where f; and f; are the alias frequen-
cies, k is an integer, and fg is the sampling frequency.

When these sampled points are treated by digital processing, they are
usually assumed to be from a wave of the lowest frequency. If the sampling
rate for an incoming signal is not greater than twice the highest frequency of
any component in the signal, then some of the high-frequency components of
the signal will be effectively translated down to be less than one-half the
sampling rate. This translation may cause serious problems with interference
of high and low-frequency components.

How are these interference effects avoided? Either we sample at a suffi-
ciently high rate to avoid them, or we put in a low-pass filter to reduce the
amplitudes of the higher-frequency components, so that they are no longer
large enough to be troublesome.

In order to see what is required here, consider the filter-response character-
istic, shown in Figure 5-6, which is for a low-pass filter with a nominal cutoff
frequency at 5 kHz. This statement merely means that, in a signal applied to
the input of the filter, components with frequencies above 5 kliz are
attenuated compared to those components having frequencies below 5 kHz.
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Assume we are interested only in the range below 5 kHz. If we sampled at a
10-kHz rate, and a component at 5.1 kHz was present, it would be equivalent
to one at 4.9 kHz and the filter would not adequately reject the component
at 5.1 kHz. Our processing would lead us to believe there was a component at
4.9 kHz and we would be misled. Suppose we sampled at a 15-kHz rate as
shown on the figure. The 5.1 kHz component would be there, but it is
beyond the range of interest, and we would ignore it.

If however, there is a component at 10 kHz, it would appear to be at 5
kHz in the processing, and we might be misled. But now the filter would
attenuate this component by some 66 dB, which would probably make it so
small that we would not be concerned about it. Any components at a
frequency higher than 10 kHz would be attenuated cven more and be
correspondingly less important. The components originally at frequencies
between 5 and 7.5 kHz would appear, but with some attenuation, and they
would be ignored, because we assumed interest only up to 5 kHz. Compo-
nents between 7.5 and 10 kHz would be translated into the range between 5
and 7.5 kHz and also be ignored.

It is sometimes easier to think of the component frequencies as being
folded about a frequency equal to one-half the sampling rate. This folding is
illustrated on the figure for the attenuation characteristic.

If we wanted to suppress the extrancous components at 10 kHz and
beyond even more than 66 dB, we could either use a filter that had more
attenuation at those frequencies or go to a higher sampling rate, or both.

In general, it is advantageous to use filters to limit the frequency range of
the input data, since we can then usc a lower sampling rate and a minimum
number of points for a given sample time. These filters when used in this way
are often called, ‘“‘anti-aliasing filters” or, simply, ‘“‘aliasing filters.” If we have
to process a signal that lasts for a second and that could have components up
to 12,000 Hz, we would have to sample at more than a 24,000-Hz rate. We
would then have more than 24,000 values to process. If we are interested
only in the range below 1000 Hz, we could use a low-pass filter that starts
attenuating at 1000 Hz. We could then sample at a 3000- to 4000-Hz rate,
and we would save much time in processing.

¢ 5.3.5 Frame Size. Some digital operations can be applied in a running
fashion to the sampled values as they arc produced. But other operations arc
done in batches, and it is convenient then to think of a set of points or values
that are processed as a group, and we shall call such a set a “frame.” The
word “sample” is also used for such a set, but this usage may lead to
confusion, since “sample” is thought by some to be an individual value.
“Block” is also used for this set of points, but it is convenient to reserve this
word as a more general term for sets of points.

The frame size, which is the number of sampled values in the frame, is
most conveniently set up in powers of 2, that is, 64, 128, 256 etc., for many
of the operations, but particularly for the calculation of the spectrum values
by the fast Fourier transform.

5.4 ANALYSIS IN THE TIME DOMAIN.

5.4.1 Correlation. Correlation is a measure of the similarity of two time
series or waveforms, and it is a function of the time displacement between the
two (Lathi, 1965, Chapter 12; Anstey, 1966). If a waveform is compared
with itself by the correlation process, it is called an autocorrelation. If the
waveforms to be compared are distinct, the process is called crosscorrelation.
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Figure 5-7. Auto correlation functions.

¢ 5.4.2 Autocorrelation. To obtain the autocorrelation of a waveform or
time series we calculate a whole set of averaged products. We multiply
point-by-point that waveform with an identical one, and we take the average
of these multiplied values, over the full range of the wave. If there is no time
displacement, the result is the mean square value, and it is usually termed,
power, although it may not be related to physical power. If the two wave-
forms are shifted in time with respect to each other, another averaged
product can be obtained, and so on for many shifts in time. These averaged
products as a function of the time displacement, or delay (usually designated
by 7 and also called ““lag’), are the autocorrelation function.

The autocorrelation function is seen to be an extension of the concept of
the mean-square value of a wave (more often used, after the square root has
been taken, as the root-mean-square value). The autocorrelation function is
symetrical about the point of zero delay, and at zero delay it has the
maximum value equal to the mean-square value (Figure 5-7).

If the waveform has a periodic component, the autocorrelation function
will show a periodic character. This behavior is illustrated by the example
shown in Figure 5-8, where a noisy signal contains a periodic component,
which is not obvious in the original waveform, but the autocorrelation
function shows it clearly (Lee, 1960; lleizman, 1970). Some of the important
applications of autocorrelation are based on this property.

¢ 5.4.3 Cross-correlation. When the cross-correlation function is calculated,
we have a measure of the similarity of the two waveforms used in the
calculation. Now the maximum value does not always occur with zero delay,
but the time at which the maximum value occurs may be significant. As
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Figure 5-8. Auto correlation analysis of sinewave buried in noise.
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shown in Figure 5-9 for the two waveforms there correlated, they are most
similar when a delay of 0.7 millisecond is used. This time may be an
important clue in tracking down the source of a disturbance.

The waves shown are sampled waves. The original waves can be thought
of as those shown, with successive points connected by a smooth continuous
line.

Applications of Correlation Techniques. Correlation techniques have been
applied to determine which among a number of sources is contributing most
significantly to the noise at a given point (Goff, 1955); to locate noise sources
by direction finding (Faran and Hills, 1952b, Gilbreck and Binder, 1958), to
separate aerodynamic noise of turbulent boundary layers from noise radiated
by jet engines (Bhat, 1971), to measure panel-transmission loss without
requiring that flanking signals be eliminated (Goff, 1955; Burd, 1964; Imai;
1968; Burd, 1968); to reduce the contribution of wind noise to a measure-
ment of noise from a device (Goff, 1955; Burd, 1964); to measure the
transient response of rooms (Goff, 1955); to measure the diffuseness of sound
in a room (Cook et al, 1955; Balachandran and Robinson, 1967/68), and to
measure sound absorption (Goff, 1955; Burd, 1964). The measurements of
transmission loss and sound absorption are limited in frequency range by the
size of the object and the bandwidth of the applied noise signal. They are also
measurements by a particular path and not the averaged random-incidence
measurements of the standard methods. They are, therefore, more suited for
research studies, for tests of materials in place or for tracking down difficul-
ties rather than for rating procedures.

The application of correlation to signal detection in underwater ccho
ranging and signal transmission has been extensively investigated (Faran and
Hills, 1952a; D. Middleton, 1960; Horton, 1969; Tolstoy and Clay, 1966; and
many papers in the J Acoust Soc Am).

Correlation has been used to study the vibrations on the two sides of a
panel in panel sound-transmission research (Nakamuru and Koyasu, 1968), to
study the flow of energy in structures (White, 1969), and to analyze seismic
vibrations in geophysical exploration (Anstey, 1966).

4 5.4.4 Convolution and Superposition. A digital operation called ‘““convolu-
tion” is sometimes used in the time domain (Lathi, 1965, Chapter 10; Lce,
1960). If one waveform is convolved with another, one of them is reversed in
time or folded back. Corresponding ordinates are multiplied and the products
added. A whole series of these sums are obtained for different positions of
the two waves, and one has a result or output that is a function of the time
displac-ment of the two waves. Except for the reversal in time, the operation
is the same as cross-correlation.
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Figure 5-9. Cross-correlation function of the original signals of Figure 5-7.
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If one of the waveforms is the input signal, the convolution can be used to
produce a running average or smoothing of the wave or it can do a differenc-
ing operation, depending on the second function used in the convolution.

The operation can also be looked upon as a filtering of the input wave-
form. In this process the second function is known as the impulse response of
the filter. It corresponds to the waveform that results when the filter is
stimulated by an idealized impulse of finite energy but zero duration. The
filtered output waveform is thus obtained by a convolution of the input
waveform with the impulse response of the filter. The relations among the
corresponding filter operations in the time domain and the frequency domain
are shown in Figure 5-10.

Convolution in this type of operation is also superposition, which is more
readily understood. If an input wave is assumed to be a collection of impulses
occurring at successive instants of time, we can obtain the output wave by
superposition of the individual responses to the impulses.

Each impulse response normally decays as time goes on. Thus, at any one
instant the contribution to the output of preceding elements in the input
wave is reduced, the farther back in time that we go. The output at any
instant is a weighted sum of the past input. The impulse response is the
weighting function.

¢ 5.4.5. Waveform Averaging. Summation Analysis . In the study of noisy
signals that include periodic components or that are responses to stimuli, the
periodic component of the wave, or the evoked response, can be emphasized
with respect to random noise or stray signals by a process known as waveform
averaging (Geisler and Rosenblith, 1962; Clark et al, 1961; Nelson and
Lassmann, 1968; Rothman, 1970). It is essential in this process that a
reference or triggering signal be available.

This process is a simple summing of corresponding ordinates of selected
samples of the wave. Because of this summing, waveform averaging is also
called summation analysis. Often it is left as a sum, but a division by the
number of selected samples is necessary to convert to an average. If we state
the operation in sampled terms, it might go like this: We select and store a
frame of data as determined by the reference or trigger signal. When the
trigger initiates the sampling of another frame, the first of the sampled values
of the new frame is added to the first sampled value of the original frame.
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Figure 5-10. Graphical representation of interrelationships
between time and frequency functions.
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The second sampled value of the new frame is added to the second sampled
value of the original frame, and so on. When the third frame is initiated the
process is repeated.

If the trigger is synchronized to start a frame at the same point in the
period of a repetitive wave, the elements in that wave of that period will sum
directly. Noise signals will sum in a random fashion, and the net result is that
the ratio of the desired signal to the noise will grow by a factor of the square
root of the number of frames summed.

The summing at a periodic rate may be used in vibration studies to
emphasize those elements in a vibration waveform that are synchronous with
a shaft rotation, for example. It has been used to study the development of
small surface defects in bearings (Hannavy, 1967), by summing at a period
that corresponds to that of the particular part being studied. A similar
procedure has been used to study gear defects (Thompson and Weichbrodt,
1969).

The signal does not have to be periodic if a trigger signal is available that
precedes the desired signal by a fixed time. Thus, if a “click” stimulus is used
to evoke a brain wave response, there is a reasonably stable delay between the
onset of the click and the response. The click signal can be used to trigger the
averaging, and the evoked stimulus can be enhanced, or pulled out of the
noise, by adding many triggered frames of the response. Because there is some
variability in the delay in biological systems, however, only some 10 to 100
frames can be used before the process is no longer helpful. In physical
systems, the number of frames that may be useful can be many thousands.

Other methods of averaging are sometimes used. If the data are changing
slowly, the averaging may be set up to make earlier data less important in the
result than the latest data.

5.5 ANALYSIS IN AMPLITUDE DOMAIN.

¢ 5.5.1 Amplitude Distribution. Suppose we are observing a noise whose
maximum instantaneous sound pressure is 1 N/m?. We set up a series of
timers that record a running total of the times that the instantaneous value is
within certain intervals. One of these is for the interval 0 to 0.1 N/m?, and
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Figure 5-11. Histogram amplitude analysis of a sinewave.
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1.0 and > 1.0. A similar series is used for the negative values of sound
pressure (note that sound pressure is the change in pressure with respect to
the ambient average atmospheric pressure).

After these timers have been running for a while, we record the running
total for each. We divide each value by the total time for all intervals and plot
the results. Suppose we get the plot shown in Figure 5-11. This type of plot is
often called a “‘histogram” or a “frequency distribution” (here “frequency’ is
used in the sense of “frequency of occurrence” and not “frequency in Hz”).

Someone familiar with these plots would guess from Figure 5-11 that the
sound-pressure wave that was observed was probably essentially sinusoidal in
form. (Actually one cannot be definite about such an observation, since an
infinite variety of waveforms could produce the same distribution.) If we
refined the interval resolution to the limit, we could obtain the characteristic
curve of Figure 5-12 for a sinewave. This plot is an amplitude-density
distribution. The area under the wave between any two values is the fraction
of the total time that the instantaneous pressure has a value that falls within
that interval.

If we measured the amplitude-density distribution for a random noise we
might get one of the form shown in Figure 5-13. If we did, we would assume
we were dealing with a “Gaussian” noise, which is characterized by the
bell-shaped curve. It is also said to have a “normal” distribution. An ampli-
tude-density distribution of this form is commonly observed for acoustic
noises.

If a strong sinusoidal component is mixed with random noise, the ampli-
tude-density distribution will be a mixture of the two basic density distribu-
tions shown.
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If we have an amplitude-density distribution, we can calculate certain
values that characterize it. For acoustical waves, the mean or average value
over a long period is zero. The mean-square value could be obtained by
squaring each of the amplitude values, multiplying it by the proportion of the
time that it is present, summing these products, and dividing by the total
time. This mean-square value is termed the ‘“‘variance” of the distribution.
The square root of this variance is the “standard deviation,” usually called
“sigma’’ (0), and it is also the rms (root-mean-squarc) amplitude, provided the
average is zero,and it is commonly used as a proper measure of the amplitude.

We could calculate other measures of the distribution, but the rms value is
the most useful. Most modern acoustic metering systems are designed to
indicate this rms value of the signal.

If we measure the amplitude-density distribution again at a later time, we
will get a new set of values. We can keep doing this for a number of times and
then we can compare the values we get. If they are all essentially alike, we call
the noise “stationary,” that is, its amplitude-density distribution does not
vary significantly with time, at least, say, for the range of times that we arc
interested in. It is also necessary that the spectrum remains essentially the
same for true stationarity.

We have used the terms “essentially” and “significantly” to indicate that
absolute equality is not expected for random signals. The meaning of the
terms will be described in a statistical scnse later, in the discussion of
confidence limits and degrees of freedom.

The most important measure of the amplitude distribution of a random
signal is the rms value or the standard deviation, and the density plot (Figure
5-14) is given in terms of the rms value. The accumulative value, or ampl-
tude-distribution function, for Gaussian random noise is shown in Figurc
5-15.

The amplitude-density distribution is also the probability-density distribu-
tion and we can think of it in the following way. Suppose we have a Gaussian
noise signal that is stationary. We take one measurement of the instantaneous
sound pressure. If we disregard the sign, what is the probability that it will be
less than the rms value? For a Gaussian noise this probability is about 68%,
which is the area of the amplitude-density distribution curve between the
“one-sigma’’ values (on both sides of the zero level). What is the probability
that it will be more than 3 times the rms value? It is about 0.26%.

It is now easy to see that we could have approached this Gaussian
characteristic in another way. Suppose we take a whole series of observations
of the instantaneous value of a random noise, that is, we sample it. We can
now plot a histogram of this set of values. We would expect that the
histogram would be similar in shape to the characteristic “bell” or “normal”
curve. As we increase the number of observations of the Gaussian noise, the
histogram approaches the Gaussian shape more closely.

We can obviously calculate an rms value for the sample. If we do not
sample too rapidly in comparison with the time characteristics of the noise,
we find that with a set of 100 or more observations we can get a good
estimate of the rms value of the noise signal. Note that for this signal we do
not require that the sampling be done rapidly, as long as the signal is
stationary. In fact the sampling can be done leisurely and not at the Nyquist
interval. An interesting laboratory experiment can be based on sampling
random noisc essentially by hand and, therefore, at a slow rate.
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Figure 5-15. The amplitude distribution function P (v) of Gaussian random noise.

If the signal being sampled is a periodic signal, even fewer observations of
he signal are required for a good estimate of the rms value. But some unusual
ampling situations must be avoided. Thus, the sampling rate must not have
he same period as the period of the signal or some integer multiple of that
reriod. When sampling procedures are used in the process of determining the
ms value of a wave that may be periodic, these conditions are avoided by one
f the following:

1. Sampling at a random rate.
2. Sampling at a rate that changes according to some rule.
3. Sampling with a period less than half the period of the signal.

The measurement of amplitude distribution, in a practical case, is not
1early so useful as a spectrum measurement and it is rarely done (Piersol,
.967). It is helpful, however, to explain it to bring in various ideas and
echniques that are used in other applications.
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5.5.2 Level Distribution. If the spectrum and the amplitude distribution of
a noise remain essentially the same regardless of the time when a set of
observations is made, it is stationary. But, actually, we are ordinarily con-
cerned only with a limited time span. If we ignore the startup and shutdown
phase of the cycle, the noise of most refrigerators can be regarded as
stationary. We can make many measurements while it is running, we can run
it again and again, and we can make more measurements that will give
consistent results if we duplicate conditions.

Many other noises are not so readily made effectively stationary. Thunder,
a sonic boom, a door slam, and an explosion are examples of transient sounds
that have to be treated differently. But there are also noises of intermediate
types or combinations of noises.

When a machine operator in a shop is setting up his work, the noise from
his machine may be at a low level, but there will be some background noise
from other machines that are in operation. When he runs his machine, the
noise in his vicinity may increase significantly. If we are trying to evaluate the
noise he is exposed to, we need to take this variability into account. We can
proceed in a fashion similar to that for amplitude distribution to obtain a
“level distribution.”

We use a sound-level meter to measure the level. (Now it is not the
instantaneous value of the wave, but it is the rms value averaged over some
time.) We use intervals of level, say 90-92 dB, 92-95 dB, 95-97 dB, etc., with
times arranged to indicate the total time that the noise stays within each of
the intervals. At the end of the day we could plot a histogram of the result,
and we would have a level distribution of his exposure to noise.

5.6 TECHNIQUES AND CHARACTERISTICS OF ANALYSIS.

The basic processes used for spectrum analysis are a filtering, or resonance,
technique and a Fourier transform,or correlation, technique. Frequency
shifting, or heterodyning, is sometimes used to extend the basic range of
these systems, and time compression or scaling is used in some instruments to
speed up the filtering process.

As indicated in the earlier sections, the signal can be processed by analog
techniques, digitally, or by a combination of the two.

¢ 5.6.1 Direct Filtering. Many analyzers now use sets of electronic band-pass
filters to separate the signal components into the required number of stand-
ard bands. When those filters are operating directly at the frequencies of the
desired bands, we call the analysis “direct filtering.”

Most octave and one-third-octave analyzers use such electronic systems,
either combinations of inductors and capacitors, or networks involving resis-
tors, capacitors and amplifiers in feedback circuits, to produce the required
resonant effects.

Serial or Parallel Operation. We can classify analyzers by another feature
into two types, that is, serial or parallel. In strictly parallel operation, the
input signal is passed simultaneously through a set of filters with detectors at
the output of each filter (see Figure 5-16). The output level is then available
continuously for each filter band.

In serial operation, however, only one detector is used, and the filters are
sequentially switched into the circuit or are tuned sequentially to the re-
quired frequencies. The level in each band is determined before the next band
is measured.
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Figure 5-16. Typical parallel-operation analyzer.

The tuning of the filter in serial operation may be continuous through the
frequency range or it may proceed in steps. In acoustics, the stepped opera-
tion that goes from one standardized preferred center frequency to the next
is more widely used than the continuous one, mainly because the spectrum is
then characterized by a finite set of numbers.

Serial-type analyzers are usually smaller and less expensive than corres-
ponding parallel types, because they require fewer elements to do the job.
The parallel type, on the other hand, can be much faster. Consider the
following example. If we dwell for one second to determine the level in each
of 30 third-octave bands, the serial analyzer would require 30 seconds, while
the parallel analyzer would have the output available after only one second.
Some time must be allowed for presenting the data in usable form, but it is
obvious that if many spectra with many bands must be measured, much time
can be saved by the use of a parallel analyzer.

One can take advantage of the sampling techniques in the amplitude
domain, where sampling less often than at the Nyquist interval is generally
satisfactory, to make a hybrid type of parallel operation. By the use of
sampling, multiplexing, and storage techniques one detector system can be
made to act as many.

Digital Filtering. Band-pass filtering can be done digitally on a sampled
time series (Gold and Rader, 1969; Oppenheim, 1969; Kuo and Kaiser, 1966;
Enochson and Otnes, 1968). An output time series is generated from the input
time series by the use of a difference equation, which relates an output value
at a particular time to the input values at that time and for some previous
times, as well as to one or more previous output values.

By the use of a group of these difference equations, we can simulate a set
of one-third-octave filters, for example, that each produce a time series
equivalent to a filtered signal. From each of the output time series we can
calculate in the computer an rms value to give the one-third-octave levels.

Some of the parameters that affect the dynamic range, the discrimination
against interfering signals, and the stability of the output time series are:

1. Accuracy and resolution of conversion to digital form.

. Length of time series.
Actual difference equations used.
Accuracy of calculations.

P
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5.6.2 Fast Fourier Transform. Another important spectrum-analysis tech-
nique is the basic one of direct application of the Fourier transform. It has
only recently become significant in the analysis of actual acoustic and
vibration signals as a result of the development of the calculation procedure
called the Fast Fourier Transform (FFT) (Bingham et al, 1967; Singleton,
1969; Gold and Rader, 1969). FFT is an efficient way of calculating correla-
tion of a waveform with sinewaves whose frequencies are integer multiples of
the frequency corresponding to the time duration of the wave.

In order to apply the FFT to a signal, the signal is transformed into a
digital time series as explained previously. A fixed number of consecutive
points in the series is selected. Usually, this number is a power of 2, for
example, 1024, or 2048. This time series is then transformed into correspond-
ing components in the frequency domain by the use of the FFT calculation in
a computer. If the signal is noise, or has the character of noise, a number of
transforms must be combined to get statistical stability in the answer.

Some of the parameters that affect the characteristics of the process are
the following:

Number of samples in selected time period.

Accuracy and resolution of the conversion to digital form.
Weighting functions used on the sampled values.

Number of transforms combined.

. Accuracy of the calculation procedure.

These parameters determine the frequency resolution, the dynamic range,
the discrimination against interfering signals, and the statistical stability of
the output spectrum.

The number of output values developed in the analysis is equal to the
number of data points in the original frame. But they are in pairs with a real
(cosine) value and an imaginary (sine) value for each integer multiple of the
fundamental frequency. The two together are then usually described as a
frequency component with a real and imaginary part or as a vector with an
absolute magnitude and a phase angle. For many acoustical problems, the
phase angle is ignored and the magnitude at each integer multiple of the
fundamental frequency is the value used as the result of the analysis.

The square of this magnitude is sometimes called an *“autospectral value,”
and the set of squares is the “autospectrum.” This set of squared values is also
sometimes called the “power spectrum.” Since the actual values are hardly
ever ‘“‘power,” and since the ‘“‘cross spectrum’ is also used (see paragraph
5.7.1), it is convenient to use the terms ‘‘autospectrum’ and “cross spec-
trum’’ with the similar and related ‘“‘autocorrelation” and ‘‘cross-correlation.”

Some simple relations for the frequency transform are as follows:

Number of component lines = 1/2 number of data points in frame.

Frequency range = 1/2 sample rate.

Freq. range _ 2 X Freq range
Number of lines ~ Number of data points

un-l;wNi—‘

Resolution/line =

Number of data points/sample rate

Number of data points x sampling interval
Resolution/line = 1/Frame period

¢ Windows/Truncation. When a frame of points is selected and used in an

FFT analysis, the time for the initial point becomes the reference for the start

of the sine and cosine waves used for the analysis. In addition, the standard

Frame period
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transform uses the duration of the frame as the basic period for the analysis.
The fundamental component in the analysis has a frequency that is the
reciprocal of that basic period, and the frequencies of the other components
are integer multiples of that fundamenzal.

If the actual signal from which the frame is taken is periodic, and if the
duration of the frame is an integer multiple of the signal period, then the
analysis can give excellent results without modification of the frame. Another
way of stating this favorable situation is that the component frequencies of
the actual signal are all integer multiples of the fundamental frequency
corresponding to the frame period. This situation is unusual, however, and we
need to look at the problems of a more general case.

There are a number of ways of looking at what happens in an analysis with
a finite duration input. One approach uses the concept of a data or time
window. The input signal is regarded as extending indefinitely in time, and
the sampled frame can be regarded as the input signal looked at through a
finite window in time, or multplied by a data window that is O everywhere
except during the sampling period and then it is unity.

When a transform is made, the developed analysis fits the input frame of
data correctly, but in doing so, it in effect is analyzing a signal that is the
original frame continuously repeated. A simple example of what can happen
is shown in Figure 5-17, where a sinewave has been sampled. The discontinu-
ity at the ends leads to an extensive set of components in the analysis that
may obscure or interfere with the components of interest. This effect is
sometimes called “leakage.” If the frame were changed to include more of the
original signal, the discontinuity would be different, and the results of the
analysis would be different. In this example, if the frame were set to coincide
with the period of the sinusoid, there would be no discontinuity, and no
difficulty would occur. We cannot, however, adjust the frame to fit any
possible signal, because many are not periodic, and even for those that are we
would not necessarily know what period to use. With a fixed frame, let us
observe the response of the system as we vary the incoming signal frequency.
With a rectangular window we will obtain a response of the form shown in
Figure 5-18. This response shows the desired peak at f, when the applied
signal and the frame fit correctly. When the frequency deviates from this
optimum value, the response decreases.

Another way of looking at the problem is that the Fourier transtorm 1s
designed to produce a set of functions that will combine to reproduce the
original data. The discrete transform uses only a minimum number of these

e
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Figure 5-17. A repeated frame of data that shows the
discontinuity that can occur when the window dura-
tion is not an integer multiple of the basic period of
the sampled wave.
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Figure 5-18. Effect of truncation with abrupt rectangular window
on the response of the transform.

functions to reproduce these data and the behavior of the combined func-
tions beyond the data window may not be what we would always desire. If
we wish to control the behavior beyond the original window, we have to
specify more data points outside the original set and thereby enlarge the
window.,

Several techniques have been developed to reduce the effects of “leakage”
or of the finite window. The most commonly used one is a modification of
the window to have a smooth transition from zero to the full value, instead of
the abruptness of the rectangular window. The simple tapering of the “raised
cosine” or the hanning window, shown in Figure 5-19, is the one most widely
used, and it is very effective. The response now becomes as snown.

When hanning is used, the data at the ends of the frame are ignored, since
they are multiplied by a value near zero. It is important then that the data
window be positioned and made wide enough to ensure that the important
behavior is centered within the window.

The tapered weighting used in hanning and other windows also broadens
the main response of the transform. This broadening can be compensated for
by increasing the number of points in the data frame.
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Figure 5-19. Effect of tapered window (hanning) on the response
of the transform.
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Reducing the effects of interfering components is so important that
hanning or some similar tapered weighting should almost always be used.

¢ 5.6.3 Time Compression or Scaling. When a serial type of analyzer is to be
used to analyze a signal that changes with time, the signal is often first
recorded on a tape recorder. Sections of the record are then selected, made
into tape loops, and played back to the analyzer until the analyzer has had
time to go through the desired range of analysis.

If the speed at which the tape loop is reproduced is different from the
original recording speed, all the signal components are translated in frequency
by the speed ratio, and the repetition period of the loop is changed by the
inverse of this ratio. Thus, if we have a one-second loop recorded at 1 7/8
in./s and played back at 15 in./s, the loop will repeat every 1/8th of a second,
and a 1000-Hz component will become an 8000-Hz component.

The loop when played back at its original speed repeats every second. The
output signal will then have components that are spaced 1 !z apart. The
speeded-up loop will have components with 8-Hz spacing.

If we now analyze this speeded-up loop in third-octave bands, we use the
band at 8000 Hz to find the value of the components in the original signal in
the 1000-Hz band. The band at 8000 Hz is 8 times as wide as the one at 1000
Hz, and the response of its filter is correspondingly 8 times as fast. Now we
can in effect process the signal 8 times as rapidly as at the original spezd.

If the signal is converted into digital form, it can be stored in a circulating
digital memory rather than in a tape loop. The speed-up that is then possible
is many times greater, being 1000-to-1 or even more.

¢ 5.6.4 Frequency Translation or Heterodyning. Both the serial and parallel
types of analyzer can be operated over a wide range of input-signal frequen-
cies by translating the input signal frequencies to be within the range of the
analyzer. This technique has been widely used with serial analysis to translate
the effective center frequency of a single highly selective filter.

The technique is illustrated in Figure 5-20. Assume we are concerned with
the signal components in the vicinity of 1000 Hz. A local oscillator in the
device is set to generate a sinewave at 101 kHz. This wave is mixed with the
incoming signal, and the resulting components, with frequencies in the
immediate vicinity of 100 kHz, pass through the 100-kHz filter and are
indicated by the detector system. The component in the original signal at
1000 Hz would be the principal component measured. But components at
100 k1iz and at 201 kHz also produce an output at the detector, but they are
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Figure 5-20. Block diagram, a heterodyne analyzer.
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excluded by filtering or other methods before the frequency translation
occurs.

If the frequency of the local oscillator is changed, the input-signal frequen-
cies of the components passed by the filter will also change. In this way, a
10-Hz wide filter at 100 kHz can be made to appear to be a 10-Hz wide filter
at any desired frequency.

¢ 5.6.5 Analysis of Random Noise.

Effective Bandwidth. The actual filter characteristic in any of these sys-
tems is not ideal, in the sense of completely rejecting signal components
outside the nominal passband. Modern filters can be made sufficiently good,
however, that the difference in the results of an analysis, between using a
filter with ideal characteristics and using the actual one, are ordinarily
negligible for acoustical and vibration signals. In order to attain this behavior
they must be designed with the correct effective bandwidth.

To determine the effective bandwidth of a filter, it is driven by a white-
noise signal, which is a noise that is uniform in power-per-hertz-bandwidth
over a very wide frequency range. The effective bandwidth is then the total
output power divided by the output power for 1-Hz bandwidth at the
frequency of maximum response. This can also be expressed as the equiva-
lent-ideal-filter bandwidth, where the ideal filter is adjusted to have the same
gain as the maximum gain of the actual filter.

The effective bandwidth for an actual filter can be designed to be a
third-octave or whatever is required. The shape of the filter, and its actual
width in the nominal pass band, are set to pass somewhat less noise to
compensate for that passed by the filter outside the nominal band limits.
Although this behavior is strictly correct only for white noise, with a good
filter characteristic the behavior is also very good for noise spectra that are
not uniform,

The effective bandwidth for noise, for a Fourier transform that yields
autospectral values, is the sampling frequency divided by twice the number of
points in the data frame. If a hanning window is used, however, the elemen-
tary bands, represented by the autospectral values, are each broadened by a
factor of 1.5, or 1.8 dB. This factor is cancelled out if at least three adjacent
bands are summed to provide a broader band, because the maximum response
is increased by the same factor.
¢ Blurring Effect. Many modern analyzers yield results for practical noises
that are essentially those that would be obtained if ideal filters with infinitely
steep attenuation characteristics could have been used. But sometimes the
results from ideal filters are not ideal, or at least are not easily interpreted.
Even an ideal filter “blurs” changes in spectrum level with frequency because
of its finite bandwidth, This effect is illustrated by the analysis shown in
Figure 5-21. The signal used here was developed by filtering *“pink’ noise,
that is noise with equal energy per octave bandwidth. The pink noise was
passed through a combination of low-pass and high-pass filters to give an
abrupt transition in spectrum level of about 20 dB. This transition occured at
a rate of about 60 dB/octave. This noise was analyzed with 1%, one-tenth-oc-
tave, and one-third-octave bandwidths. The recorded levels for each analysis
were adjusted at the low frequency end to be alike (Kundert et al, 1969).

Calculations show that thesc analyzers are performing nearly as well as an
ideal set. The analysis with the 1% bandwidth analyzer shows the true nature -
of the spectrum applied to the analyzers. The others show the effects of the
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Figure 5-21. Blurring effect and
excess level error for various band-
widths (slope = 60 dB/octave).

wider bandwidths. There is an obvious rounding at the lower corner, and the
wider the band used the more the corner is rounded.

The wider bands also show a shift in level, which will occur whenever the
spectrum slopes steeply, because the energy passed by the filter, in the region
where the level is high, will more than counterbalance the decrease in energy
in the opposite region. This shift has sometimes been regarded as an apparent
shift in the center frequency of the filter, but when levels are to be specified
at preferred frequencies, it may be more convenient to think of it as a shift in
level. The extent of the effect can be expressed as an excess in apparent
spectrum level, and Figure 5-22 shows the results of calculations for various
bandwidths and spectrum slopes. It illustrates the limited resolving power of
wide filters even when ideal. This effect is important mainly when comparing
results with analyzers of different bandwidths. For most practical noises, the
effect is not great except for octave bands. For the one-third-octave band and
the extremely steep slope in the example of Figure 5-21, the shift in level in
the middle of the slope should be somewhat over 3 dB, which is essentially
the shift observed.

A similar effect results in filling in a narrow dip and rounding off the top
of a peak in a spectrum. lt is merely what is to be expected from the

limitations in resolution of a finite bandwidth.

& Degrees of Freedom/Spectrum Averaging. Assume we analyze successive
frames of sampled values of a random-noise signal. The results of a Fourier
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Figure 5-22. Excess level error
for various bandwidths.



transform would show a very large variability in the indicated level in any one
band, from one frame to the next. This variability is characteristic of a
random signal (Bendat and Piersol, 1966; Sloane, 1969).

In order to produce values that have some significance for the band levels
of noise, we must combine many samples. We can sum the corresponding
squares of the measured spectrum values (autospectra) for a number of
frames, which we call averaging. We can sum the squares of the measured
spectrum values for a number of adjacent bands, which reduces the resolution
but improves the statistical stability. Or we can do both, that is, average and
combine bands.

In order to show what needs to be done, we shall describe what happens
with a white-noise signal of a given bandwidth, B, in Hz. If this is sampled at
the Nyquist interval, we will get all the information available in the signal. If
the frame of points is taken over a total time span T, we will have a frame of
2 BT points. This value for bandwidth-limited Gaussian white noise is the
number of statistically independent sampled values, which is sometimes called
the number of degrees of freedom. It can be used to describe the expected
behavior of the variability of the random signal.

If a complete Fourier transform of this frame is now made, each autospec-
tral component (the sum of the squares of the amplitudes of the sine and
cosine terms) will have two degrees of freedom. For each independent frame
of data that is summed in, two degrees of freedom are added. Thus, if we had
32 autospectral values at 1000 Hz that we had summed (we could normalize
by dividing by 32 to get the average), we would have 64 degrees of freedom.
From the chart of Figure 5-23 we find that we would have a 95% confidence
that the resultant level is not greater than the long-term true value by more
than 1.4 dB or less than the true value by more than 1.6 dB.

The results of some measurements on white noise, with a Time/Data
1923-C FFT Analyzer, will illustrate what these statements mean. One
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Figure 5-23. Reliability of amplitude analyses as a function of degrees of f;el:;om from
the data sample for various confidence limits.
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\ndred successive levels of the same single band of stationary noise were
casured. Each of these 100 levels was a result of 32 averages. (The high-
eed processing made it possible to get the 3200 measurements rapidly.) The
casured levels were then arranged for plotting on probability paper as
own in Figure 5-24. The expected distributions for 32 and 64 degrees of
sedom are also shown and they have been set at the level to give a best fit to
e observed data. The results show that any particular averaged level that
es 32 independent frames is very likely to be within a 3-dB span, as
edicted. Similar results are shown for a measurement with a hanning
indow.

The total number of degrees of freedom for a frame of data is reduced by
ie use of a tapered window, such as hanning. Thus, if a number of adjacent
inds are combined by summing the squares of the component values, the
amber of degrees of freedom will not be twice the number of bands that are
;mbined. If hanning is used, it will approach only about one-half that value.
" the noise is not white over the range of the combined bands, or if the noise

not essentially stationary over the time for the frame, the total number of
egrees of freedom will be reduced even further.

Thus the chart of Figure 5-23 should be used mainly as a guide.

The summing and averaging that is used here is different from that used in
-aveform averaging (paragraph 5.4.5). In waveform averaging, the summing is
near and includes the sign, and therefore, random noise, which is random in
alue, will add up more slowly than a signal that is always of the same wave
1ape with respect to the starting point of the frame. This type of averaging
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Figure 5-26. Averaged auto spectrum of band-limited noise.

sums. This technique “pulls” a signal out of noise. If one were interested in
the spectrum of the coherent signal only, waveform averaging before trans-
forming to obtain a spectrum would be a good approach when it is possible.

The spectrum-averaging procedure used in this section sums the squares of
the magnitudes of the components, and the sign does not enter, since the
squared value is always positive. This spectrum averaging gives a more stable,
that is, less variable, value for the spectrum levels of a random-noise signal,
provided the noisy signal is stationary over the averaging period. When
measurement of the noise level is important, as is often the case in acoustics,
spectrum averaging makes possible a more reliable measurement of the level,
as shown in Figure 5-26.

It 1s also interesting to note that spectrum averaging sometimes makes it
possible to find a periodic signal that may otherwise be obscured by noise,
provided the noise is stationary. The point involved here concerns the fact
that a transform of a single frame yields spectrum levels for the noise that
have only two degrees of freedom. The variability of level is then very large.
A pure-tone component that is of the same order as the band level of the
noise will appear as just another noise component among many in its vicinity
that are similar in amplitude.

If many frames are averaged as shown in Figure 5-27, the noise-spectral
values are more uniform in level. Then the effect of an added periodic
component will be apparent by its projection beyond the relatively uniform
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Figure 5-27. Autospectra of a signal that contains a sinewave buried in random noise.
The autospectrum for a single frame is shown at (a), and the normalized average of tl-2
autospectra for 256 frames is shown at (b).

amplitude of the average noise-spectral values in its vicinity. This averaging
procedure is particularly appropriate when both periodic and random signals
are important,

& Statistical Stability in Analog Systems. The measurement of random noise
on an analog system involves essentially the same concepts as in a digital
system. Now, however, the metering circuit provides some averaging, and two
meter speeds are often provided in acoustic measuring instruments. These two
speeds are designated fast and slow, with the slow condition yielding the
longer averaging time.

The fact than an averaging time is used leads to a dependence of the
statistical stability on bandwidth. That is, if a random noise is analyzed with
an analog system, the extent of the meter fluctuations depends on the
bandwidth. The narrower the band, the greater are the fluctuations and the
longer is the averaging time required for a satisfactory estimate of the level.

A relatively simple principle is involved here. A narrow band is used to get
fineness of detail. The finer the detail that is desired, the more time is needed
to obtain the result to a certain degree of confidence.
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& Example of Random-Noise Measurement. To illustrate by an actual numer-
ical example the type of behavior that occurs, some measurements were made
of an arbitrary level of a random-noise generator in the octave band from 150
to 300 Hz. With the fast meter speed, the average of the fluctuating levels
indicated on the meter was estimated to be about +5 dB, where in a period of
30 seconds the level fluctuated from a minimum of +3.3 dB to a2 maximum of
+6.5 dB, a range of 3.2 dB. In the slow position the estimated level was +4.7
dB, and the level fluctuated over a three-minute period from a minimum of
+3.8 to a maximum of +5.7, a range of 1.9 dB. Some sample readings were as
follows: fast position: 4.8, 4.1, 5.3, 3.7, 5.8, 4.9, 5.3, 5.2, 6.2, 4.6; slow
position: 4.4, 5.1,3.9,4.9,4.2,5.0,4.7,4.1,4.3,4.9. (These sample readings
were taken with the help of a stroboscope, to avoid observer bias in selecting
readings and to make it possible to take definite rcadings on the rapidly
moving pointer in the fast position.) One hundred samples were taken for
each position. The average value on an energy basis for slow was +4.72, with
the lowest reading +2.8 and the highest +5.8. The average for fast was +4.74,
with a low reading of +3.1 and 2 high reading of +6.2.

Taking such a set of readings is not the usual way to obtain the indicated
level; rather, one estimates a value by observing the pointer fluctuations. But
these discrete samples permit one to describe statistically the behavior that
can be expected.

For the fast position one would expect only 1 in 1000 readings to differ
from the average by more than about —3 dB or +2.4 dB, a range of 5.4 dB.
The corresponding extremes for one chance in 100 is about ~2.3 dB or +1.9
dB, a range of 4.2 dB; for 1 in 10, about —1.4 to +1.2, a range of 2.6 dB.
Note that the range is not symmetrical.

These statements about variability can be expressed in another way, which
is the converse of that above. If any reading is taken in the fast position, the
chances are only 1 in 100 that the long-time average value of the noise is
below the cbserved value by more than 1.9 dB or above the observed value by
more than 2.3 dB. These limits are called the 99% confidence limits.

Confidence Limits for Octave Bands. A chart of the 99% confidence limits
for octave bands for random noise measurement is given in Table 5-4.

These ranges of uncertainty can be reduced by the use of the average of a
number of independent readings. The reduction in the range is approximately
inversely proportional to the square root of the number of independent
observations. Thus, the average of four observations would reduce the uncer-
tainty to about one-half that shown.

Table 5-4
CONFIDENCE LIMITS FOR RANDOM
NOISE IN OCTAVE BANDS

99% Confidence Limits (dB)
Meter Speed
Center Freq

(Hz) Fast Stow
315 -4.2,47.0 -2.5,+3.3
63 -3.2,+4.7 -1.8,+2.2
125 -2.4,+3.1 -1.3,+1.5
250 -1.7,+21 -1.0,+1.1
500 -1.2,+14 -0.7,+40.7
1,000 -0.9,+1.0 -0.5,+0.5
2,000 -0.6,+0.7 -0.3,+0.3
4,000 -0.5,+0.5 -0.2,+0.2
8,000 -0,3,+0.3 -0.2,40.2
16,000 -0.2,+0.2 -0.1,+0.1
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The range of uncertainty is sometimes called the statistical error.

Averaging By Observation. When one observes the fluctuations of a meter
for a time and estimates an average, the extent of the reduction of the
uncertainty is limited by the fact that all the observations are not indepen-
dent, and one can remember and use only a small portion of the total
observed behavior. The observations are not independent because of the finite
time required for the pointer to assume a new value. In the fast position of
the meter, one should allow about one-half second between observations; in
the slow position, an interval of one to two seconds is desirable.
¢ Averaging By Circuit Time Constants. The smoothing or reduction in
fluctuations achieved by the electrical circuit is often characterized by an
equivalent time constant. The averaging time constant required to reduce
fluctuations of a rectified noise signal to a desired amount for a given band
width of noise is approximately:

T =~ —12520 seconds

Afo

where T is the averaging time

Af is the bandwidth of the noise in Hz.

o is the standard deviation of the fluctuations at the output of a linear

detector in percent.

Duration of a Sample. The uncertainty that results from the limited
observation time, in comparison with the detail desired in the frequency
domain, occurs for other time limitations as well. Moreover, some of these
may not be under the control of the operator. Thus, the sound source may
not perform uniformly over an extended period of time; for example, a
rocket may run for only a fraction of a minute. During launch, the time
available for observing a rocket may be only a few seconds or less.

When a noise signal, recorded on a magnetic-tape recorder, is to be studied,
it is customary to take short samples for analysis. These samples are cut from
the full recording and formed into loops that can be run continuously in the
recorder. This procedure directly limits the fineness of detail possible in the
analysis and also limits the accuracy with which one can determine the actual
level in a band.

This limitation of accuracy results from the fac. that the maximum time
during which independent information can be obtained is the sample dura-
tion. If the noise is sufficiently uniform with time, a longer sample can be
used to obtain increased accuracy, or measurements on a number of samples
can be averaged.

Because of the inherent variability of random noise, analyses of distinct
samples of the same noise will not yield identical results. The expected spread
in values predicted by statistical theory can be used as a guide in judging
whether the results of such analyses agree well enough to be useful. Unless
this inherent variability is appreciated, one can be led into rejecting useful
data, rejecting a useful analysis system, or placing too much reliance on a
particular measurement.

Fluctuations Produced in Practice. The table of values shown for the
octave bands is based on the analysis of noise that is uniform in energy per
hertz throughout the band. In the wider bands, the values shown are mislead-
ing for acoustical signals, because the energy is not uniformly distributed.
One should expect from such values that, when the full range of a sound-level
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meter is used, the fluctuations would be a small fraction of a decibel. As a
matter of fact, one can find many examples of an over-all sound level that
fluctuates over many decibels.

One example is the background noise of private offices. Here, for C
weighting in the slow meter position, one can commonly find fluctuations of
three or more decibels. The fluctuation corresponds to a band that is only
tens of hertz wide rather than 8000 to 10,000 hertz wide, such as that of the
response of the sound-level meter. This is because the energy in the sound is
concentrated in the low frequencies over a relatively narrow band. The
fluctuations reflect only the relation between the equivalent frequency band
of the signal applied to the metering circuit and the averaging time of the
circuit. Whether the energy is concentrated in a narrow band by means of an

electrical analyzer or by the source and the path to the microphone is im-
material.

Interpretation of Fluctuations. One can conclude, then, that if the ob-
served fluctuations are significantly greater than would be expected, an
important part of the random-noise energy is concentrated in a band or bands
that are narrower than the pass band of the measuring system. (Another
possibility is that the type of noise is sufficiently different from normal that
the fluctuations for a given bandwidth are inherently excessive. This behavior
is possible for a tone whose frequency varies in a region where the response of
the measuring system varies markedly with frequency.) It is also clear that if
the fluctuations are significantly smaller than would be expected, the noise
very likely includes some discrete tones that have significant amounts of
energy.

5.6.6 Speed of Processing — “Real Time."” If an analyzer can operate to
process the input signal continuously, it is often called a ‘“‘real-time” analyzer.
This type of operation usually requires a parallel type of analyzer or some
storage system. The accuracy and frequency range over which it may operate
in real time is usually significant, particularly with digital equipment, and the
cost usually increases with the speed and accuracy.

In an FFT system, which operates on discrete frames of data, real-time
operation requires what is called “buffered-mode’’ operation. Here one frame
of data is being stored while another is being processed. Then, if the process-
ing can be done within the time taken to acquire a frame of input data, real-
time operation is possible. Since manynoise analyzers require that a number
of spectra be summed, the real-time operation with the buffered mode can
make it possible to utilize the full data available in a given time.

The real-time feature is particularly important for signals that vary in
character with time, for example, the sounds from aircraft, missiles, speech,
music, and many machinery operations, and when it is unproductive to tape
record the sounds for later analysis.

Other definitions of real time have been used, and the basic requirement
seems to be that the operation must be completed quickly enough to suit the
application at hand. The user must recognize this time factor as another
element in his choice of analysis equipment. To illustrate the range of times
involved, consider the problems of analysis with a 10-Hz band over the range
from 20 Hz to 20000 Hz. A serial analyzer will take about 1000 to 2000
times the time required for a very fast FFT system to do the basic processing.

5.6.7 Dynamic Range. The dynamic range of an analyzer is set by an upper
limit of distortion and a lower limit of internal noise, selectivity, or arith-
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metic processing errors. If a signal that is too high in level is applied to an
analyzer, the analyzer will be overloaded. As a result of the overload, the in-
dicated spectrum will be different from the actual spectrum. How seriously
the spectrum is distorted depends on the way in which the overload occurs.
But, ordinarily one can avoid overloading by the use of reasonable care in fol-
lowing the procedures given in the instructions for the analyzer.

Internal noise of an analyzer is often a lower limiting factor in the analysis
range possible. Unless this internal noise is significantly less than the applied
signal, it can affect the indicated spectrum. The selectivity characteristic of
the analyzer also limits the range, particularly close in frequency to strong
components. In addition, some analyzers, particularly older designs, have
ultimate rejection of components outside the passbands of only 30 to 40 dB.

Other factors that enter into the dynamic range of digital systems are
aliasing and quantization, which are discussed in paragraph 5.3.4. A factor
that is related to the quantization is the detail of arithmetic processing. For
example, in additions, subtractions or multiplications, it is frequently neces-
sary to maintain a constant number of bits in the results. If this is done by
simple truncation or dissymmetrical rounding, the noise introduced is usually
greater than for symmetrical rounding. An even more important effect can
occur in squaring the amplitudes of components, as is done for autospectral
values. Sometimes the squared values are limited to the same number of bits
as the basic values, in order to save storage space. This procedure can result in
the loss of all information for low-level components and effectively reduce
the dynamic range by a factor of two.

£.7 TWO-SIGNAL FUNCTIONS.

4 5.7.1 Cross Spectrum and Cross-Correlation. A number of functions show
relations between two signals. We have already briefly described cross-correla-
tion which expresses the similarity of two signals as a function of time. A
related function is cross spectrum, which is the Fourier transform of the
cross-correlation and expresses the similarity as a function of frequency.

The cross-spectral function can also be calculated from the Fourier trans-
forms of the two time series by a conjugate multiplication. This type of
multiplication gives the products of the magnitude and the differences of the
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phases of the two signals. The alternative routes to the cross-spectral function
are shown in Figure 5-28 (Heizman, 1970). One of the important applications
of the cross spectrum is in the calculation of the transfer function.

Just as for autocorrelation and cross-correlation, the autospectrum and the
cross spectrum are related in that the autospectrum is the cross spectrum with
both signals being the same.

However, it would be wasteful to calculate the auto spectrum by cither
process shown in Figure 5-28, since the only output is the square of the
magnitude of the components and only one transform is necessary for the
autospectrum.

5.7.2 Transfer Functions and Coherence. The transfer function of a device
or a system is the ratio of the output to the input. This function, which is
ordinarily defined in the frequency domain, can be useful for studying noise
and vibration problems. If we have the frequency analysis of both the input
and the output signals, we can then have the transfer function by taking the
ratio of the output to the input at each corresponding frequency component.

It is easy to see that we can select many different points in a system to be
the output. Assume we have an clectrically driven hydraulic pump that is in
an enclosure. We are concerned about the noise and vibration that it pro-
duces. What do we regard as the output? It could be the acoustic noise at
various places outside the enclosure, or inside the enclosure. It could be the
vibration at the pump housing or the vibration of the pipes.

We can look at the input in a similar way. If we arc interested in the noise
outside the enclosure, it is hardly useful to regard the electrical-power-line
terminals as the input. The vibration at various points on the pump or on the
pipes could be useful as an input, for the noise outside the enclosure as the
output.

In most practical acoustical and vibration problems, enough extraneous
noises are present to make the simple measurement of the transfer function
unreliable. By the use of an alternative form of the transfer function, these
extrancous cffects can be reduced. The transfer function is also the ratio of
the cross spectrum of the input and output to the autospectrum of the input
(Sloane, 1970; Roth, 1971). The use of the cross spectrum, which includes
those components that are common to both input and output, eliminates any
extraneous components that do not appear in both.

Another function that is related to the transfer function is the coherence
function. It is normalized by including the input and output in both numera-
tor and denominator, as opposed to the transfer function, which has only the
input in the denominator. The coherence function is the ratio of the square
of the magnitude of the cross spectrum to the product of the input and
output auto spectrums. The coherence function covers a range of magnitudes
from 0 to 1 as a function of frequency, and the value depends on how well
the input and output values at each frequency are related. It provides a useful
further parameter to help in interpreting the transfer function.

The combination of transfer and coherence functions provides a powerful
technique in the study of noise sources and transmission paths.

5.8 ANALOG VS DIGITAL.

In an analog filter system, each filter band is essentially a separate element
or is achieved by individual tuning. This technique is well suited for process-
ing of, say, 8 octave bands or 30 third-octave bands or for serial analysis.
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Analog equipment for these tasks is available with excellent characteristics
and at lower cost than for digital equipment.

In a digital system that uses the Fast Fourier Transform, a whole series of
filter bands is achieved by the one transform. The difference then between 32
or 2048 filter bands is mainly a matter of memory size. Accordingly, digital
techniques become preferred as the desired number of filter bands increases.

In addition, many types of operations on the data are often easy to
include once the data is in digital form. Examples of these are averaging,
addition of corrections, combining bands in different ways to give both
narrow bands and third-octave bands, use of weightings of various kinds
either in the time domain or the frequency domain, and calculation of noise
ratings. In other words digital equipment is more flexible than analog equip-
ment.

Digital processing can have very high resolution, has unlimited repeatabil-
ity, can handle vast amounts of data, and is almost insensitive to environ-
mental factors such as ambient temperature and prcssure.

Since the original signal is in analog form, some processing is often
conveniently done by analog techniques before sampling and conversion to a
digital form. The system is then a hybrid one and may combine some of the
desirable features of both techniques.
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Chapter 6

Instrumentation for
Noise and Vibration
Measurement

6.1 GENERAL.

Sound measuring systems use a microphone (or, as a more general term, a
transducer) to transform the sound-pressure variations into a corresponding
electrical signal. This signal is amplified, measured and analyzed by electronic
instruments.

Although some nonelectronic instruments have been used in the past for
sound measurements, hardly any are used at present. The dominance of
electronic techniques is a result of their versatility and extensive development
and the need in acoustics for operation over a wide range of frequencies for
which those techniques are well suited.

Many vibration measurements, however, are still made with nonelectronic
techniques. When the vibratory motion is slow and large, the measurement
can sometimes be made visually, with a scale. If the motion is slow but small,
a measuring microscope may be used. For rapid motion, a stroboscope can be
used to produce an apparent slow-motion replica of the rapid motion for
uptical measurement. This technique is discussed in more detail later in this
handbook.

Table 6-1
GENERAL RADIO SOUND- AND VIBRATION-MEASURING INSTRUMENTS
Sound &
Vibration Meters, Graphic
Transducers & Tape Recorder, Analyzers/ Recorders &
Calibration Accesmories Preamplifior Impact Meter Filters Display Units
Sound-Level Ceramic Precision Sound-Level Meter
(4] Calibrator Microphones and Analyzer {Octave}
% 0 %)
3
<‘(’ Electret Preamplifier Sound-Level Meter Level Recorder and
Microphones (Optional) 1/3-Octave Band Analy zer
a7, %" %") Noise E xposure
Preamplifier Meter Sound & Vibration Graphic Level
Condenser with Bias Analy zer Recorder
Microphones Supply Impact Noise (1/3 & 1/10 octave)
(/2" 1/4" Analyzer
1/8") Multichannel Wave Analyzer
Amplitier Cassette Data {1% Bandwidth)
Couplers Recorder
Real-Time Analyzer DC Recorder
Cables (4/1,1/3,0r 1/10 Oct}
Storage Display
Windscreens FFT Analyzer unit
Tripod
Vibration Accelerometers Preamplifier Vibration Meter
S Calibrator (Pickups) {Optionat)
g Cables Multichannel Cassette Data Universal
> Magnet Clamp Amplifier Recorder Filter
Control Boxes
10 use with
SLM or Analyzers
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The measuring system may be entirely mechanical or a mixture of mechan-
ical, electrical, and optical elements. Many of these systems have been
described in the literature (Ormondroyd et al, 1950; Harris and Crede, 1961).
Of the many possible systems, the one particularly adaptable to a broad range
of applications uses a vibration pickup (also called a transducer) to transform
the mechanical motion into a corresponding electrical signal. As for sound
measurements, this signal is amplified, measured, and analyzed by electronic
instruments.

We shall describe the two types of transducers, microphones and vibration
pickups, and then the electronic equipment. A listing of the transducers and

the various instruments is shown in Table 6-1. ~
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6.2 TRANSDUCERS — TRANSDUCER SYSTEMS.

Two different types of microphones are widely used for sound measure-
ments. They are the piezoelectric-ceramic type and the condenser type.

6.2.1 Ceramic Microphones. The ceramic microphone uses a piezoelectric
ceramic (lead-titanate, lead-zirconate) as the voltage-generating element. (The
term piezoelectric indicates that the material produces a voltage when it is
strained.) A diaphragm fastened to the ceramic transfers the sound-pressure
variations into a corresponding varying force that bends the ceramic element
(Bauer, 1957; Bonk, 1967).

This stable and rugged microphone has a smooth frequency response and is
relatively unaffected by normal temperature and humidity changes. It is
regularly supplied with the latest sound-level meters and is available for use
with other measuring instruments. It can be mounted directly on the instru-
ment or separately, with connection by extension cable when it is necessary
to avoid the effects of the observer and the instrument case on the acoustical
measurement. Because of its good characteristics and ease of use, this type of
microphone is generally preferred for most sound-measurement applications.
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The 1-in. size (actually 0.936 in. or 23.77 mm in diameter) is the most
commonly used microphone, because it has an acceptable combination of
characteristics with regard to sensitivity, frequency response, and omnidirec-
tionality. The 1/2-in. size (12.7 mm in diameter) has a better high-frequency
response and is less directional but these improvements are obtained at the
expense of sensitivity.

Typical responses for the two sizes of ceramic microphones are shown as a
function of frequency in Figures 6-1 and 6-2. The responses are usually given
for particular values of incidence of the sound on the microphone. For a
cylindrically symmetrical microphone with the diaphragm mounted perpen-
dicular to the axis of symmetry, sound propagation along the axis toward
the microphone is called “0° incidence” and sometimes “perpendicular inci-
dence.” Propagation perpendicular to the axis is “90° incidence” or ‘‘grazing
incidence.”

When the angle of incidence of sound is equally likely to be any value, as 1s
essentially the situation in a highly reverberant room, an averaged value of
response is calculated from the total directivity characteristic. This averaged
response is called the “‘random-incidence response.” It is the one used for
rating response in the American National Standard for sound-level meters.

For low frequencies, as would be expected, the microphone is essentially
omnidirectional. As the frequency of the sound increases, its wavelength
becomes more nearly comparable with the dimensions of the microphone and
directional effects are noticeable. At a given frequency the directional effect
for the smaller microphone is correspondingly less than for the larger one.

6.2.2 Condenser Microphones. Another type of microphone, known as the
condenser, electrostatic or capacitor microphone, is used for measurement
purposes (Hawley, 1955; Rasmussen, 1960/1963). Again a diaphragm is used
and it is set in motion by the sound pressure. Here, the variation of an
electrical capacitance, formed between the thin, stretched diaphragm and a
backplate, is used to develop an electrical signal when a high polarizing
voltage is applied to the capacitor.

Responses as a function of frequency for such microphones are shown in
Figure 6-3. These small microphones have excellent response to high frequenti®
cies and are used for wide-frequency-range acoustical investigations.

6.2.3 Electret Microphones. Another microphone of the condenser type
uses a thin, plastic sheet, which has a conductive coating on one side. The
other side of the sheet rests on a perforated, metallic backplate with many
small, supporting raised points. The sound pressure is applied to the plastic
surface which moves with respect to the backplate, thus varying the capaci-
tance between the conductive coating and the backplate. By the use of a
suitable plastic and proper treatment, the microphone maintains 1ts own
polarization, and the capacitance change generates a corresponding electrical
voltage. When the microphone is self polarized in this way, it is called an
“electret microphone” (Sessler and West, 1966; Djuric, 1972). This micro-
phone can also be built to have an excellent combination of characteristics.

6.2.4 Hydrophones. Microphones used for underwater sound measure-
ments are called hydrophones (Figure 6-4). They also generally use piezoelec-
tric ceramics as the sensitive element (Tucker and Gazey, 1966). Various
types of hydrophones are available from such companies as Atlantic Re-
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search, Chesepeake Instrument Corporation, Clevite Ordnance, Gulton Indus-
tries, Scientific-Atlanta, and Wilcoxon Research.

6.2.5 Vibration Pickups. The vibration pickups supplied by General Radio,
as shown in Figure 6-5, are all inertia-operated lead-zirconate, lead-vitanate,
piezoelectric devices that generate a voltage proportional to the acceleration
of the pickup (Dranetz and Orlacchio, 1961; Mason, 1961, Carlson, 1952).
Voltages proportional to velocity and displacement of the vibrating body are

Figure 6-4. A typical hydrophone.

Figure 6-5. Typical appli-
cation of a vibration pick-
up. It is mounted on the
end bell of the left motor
in the foreground and the
vibration signal is being ana-
lyzed by a General Radio
automatic-recording  1/3-
octave-band analy zer.
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also obtainable by the use of electronic integrating networks to convert the
voltage generated by the pickup. This type of pickup has the advantage of
small size, light weight, and wide frequency range, and it does not require a
fixed frame of reference for the measurement.

6.2.6 Transducer Sensitivity. Microphone sensitivity is now rated in terms
of the reference sensitivity of 1-volt output for a pressure of 1 newton/
(meter)? or in terms of the older reference, 1 V/ubar. The apparent sensitiv-
ity levels for these two ratings differ by 20 dB; a pressure of 1 N/m?
corresponds to 94 dB re 20 uN/m?, whereas 1 ubar corresponds to 74 dB re
20 uN/m?. A typical microphone open-circuit (unloaded) sensitwity level is
—40 dBre 1 V/(N/m?). If the sound-pressure level were 134 dB re 20 uN/m?,
the open-circuit output from this microphone would be 1 V (see Figure 6-6).

The sensitivity of an accelerometer is commonly rated in terms of open-
circuit (unloaded) output in millivolts (.001 V) for an acceleration that
corresponds to that of gravity (g). Since the acceleration of gravity (9.80665
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Figure 6-6. Comparative transducer sensitivity levels. 156053
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m/s® or 386.09 in./s?) is always directed toward the center of the earth, an
alternating acceleration rated in terms of “g” units is to be interpreted as a
use of the numerical value only. As such, it is sometimes used for the peak
value of a sinusoidal acceleration or the rms value (0.707 times the peak for a
sinusoidal vibration). As long as it is recognized that the electrical output and
the acceleration are to be measured in the same way, rms and rms, or peak
and peak, it is not necessary to specify in the sensitivity statement which is
meant; the numerical sensitivity should be the same for both.

The relations among velocity, displacement, and acceleration depend on
the frequency as well as the amplitude (Appendix IV). To find the transducer
output for a given frequency and velocity or displacement, convert the
vibration to the equivalent acceleration (Appendix IV, Figure IV-1 and 1V-2),
and then the chart of Figure 6-7 can be used.

6.2.7 Preamplifier. The preamplifier shown in Figure 6-8 is a high-input-
impedance, low-noise amplifier (Marteney, 1970). It is particularly well suited
for amplification of the output of capacitive sources, such as ceramic and
condenser microphones and piezoelectric vibration pickups, and for use with
sound-level meters and analyzers when a long cable must be used between the
microphone and the instrument. A gain of 20 dB (10.1) is available for
increasing the ultimate sensitivity of analyzers for low-level measurements.

PARAMETER ON LINES 1S ACCELERATION LEVEL
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Figure 6-7. Chart to determine transducer output for various acceleration parameters.
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Figure 6-8. A typical field installation for micro-
phone use. The tripod mount is shown supporting
a Type 1560-P42 Preamplifier, into which a 1/2-
inch microphone has been plugged. The foam
sphere at the top is a windscreen that fits over the
microphone to permit accurate measurements out-
i doors.

The preamplifier shown can also provide a 200-V polarizing voltage for a
condenser microphone. It obtains its own power from another instrument or
a separate supply.

6.2.8 Wind Screen. In order to reduce™the wind noise produced when a
microphone is placed in a wind, a wind screen, shown in Figure 6-8, should
almost always be used outdoors.

6.2.9 Tripod. A microphone and preamplifier is often best suspended in
position by its connecting cable. When this arrangement is not possible, a
tripod with suitable adaptor devices can be used to hold the microphone in
the desired position (see Figure 6-8).

Figure 6-9. The Type 1566 Multi-
channel Amplifier shown mounted
in a field transportable automatic
sound analysis system in which
it scans the inputs of up to 16
remote microphones.




6.2.10 Multichannel Amplifier. Many sound and vibration measurements
can be simplified by use of a scanner that connects, in sequence or in any
arbitrary order, the outputs from a number of transducers to a single
metering or analyzer system. The unit shown in Figure 6-9 scans up to 16
channels and amplifies each.

6.3 SOUND-LEVEL METERS.

The basic instrument of a sound-measuring system is the sound-level
meter. It is a portable meter for reading in terms of a standard reference
pressure (20 uN/m?) the sound level at its microphone. Fundamentally, the
instrument consists of an omnidirectional microphone, a calibrated attenua-
tor, a stabilized amplifier, an indicating meter, and weighting networks. The
networks provide the three common sound-level meter responses, A, B, and C
(see Figure 2-3).

Four types of sound-level meters are specified in the latest American
National Standard Specification for Sound-Level Meters, S1.4-1971. These
are called Types 1, 2, 3, and S or “Precision,” “General Purpose,” “Survey”
and “Special Purpose,” respectively. The first three types differ in their

Figure 6-10. Sound level meters a. Type 1933
Precision (ANSI! Type 1) b. General Purpose
{Type 2) c. Survey (Type 3).
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performance requirements, with the requirements being most strict for the
Type 1 or Precision Sound Level Meter and progressively less strict for the
types 2 and 3. The special-purpose sound-level meter is one that meets the
requirements of one of the other types, but does not contain all three
weighting networks.

The three basic types are available and are shown in Figures 6-10. They are
all small, light in weight, and easy to use. They can be mounted on a tripod,
held in the hand or placed on table or bench with equal facility. Readings and
settings are easily made with the microphone in a vertical or horizontal
position.

The units shown also include an output for driving analyzers, recorders,
oscilloscopes, and earphones.

The Type 1933 Precision Sound-Level Meter and Analyzer (Kundert and
Marteney, 1971) also includes a special detector circuit for measuring impulse
sounds (paragraph 6.9) and it has a set of octave-band filters (paragraph
6.6.1). This instrument is the key one in the 1933 Sound Analysis System.
This system permits one to make a wide variety of measurements in the field,
and its versatility is a result of the features included in the 1933.

In the precision sound-level meter shown, the microphones fit atop a
telescoping 18-in. extension to reduce the effects of the instrument and
operator on the source field. When the operator and instrument must be
removed even farther from the microphone, a cable can be used, and a 10-ft
cable is included. The measurements are not affected by the use of the cable

Figure 6-11. The Type 1934 Noise Exposure Monitor, shown in an industrial application.
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because the preamplifier in the 1933 is detachable and connects to the cable
at the microphone end to prevent loss in signal level.

6.4 NOISE-EXPOSURE METER.

An instrument for evaluation of noise exposure according to the regula-
tions of the U.S. Department of Labor (OSHA, 1970) is shown in Figure 6-11
(Partridge, 1971). ltisa special-purpose sound-level meter, which includes a
calculator to do the measuring, accumulation, exposure calculation, and even
impact detection automatically. The result is read out on a digital display
and is also available as digital and analog electrical signals for use with
recorders or printers. The recorded time of occurrence of high exposure levels
is helpful in determining how to reduce the noise-exposure level.

Pushbuttons permit the user to select the appropriate length of working
day for the exposure calculation. At the end of this measurement period, the
instrument holds the noise-exposure percentage until it is reset. At any
intermediate time one can flip a switch to read the percentage of allowable
noise exposure accumulated to that instant.

A security case is also available to reduce the possibility of tampering with
the instrument or measurement.

6.5 VIBRATION METER.

The instrument for vibration measurements that corresponds to the
sound-level meter is the vibration meter, shown in Figure 6-12. It takes
advantage of the wide frequency range of the piezoelectric type of pickup
with a response for the measurement of acceleration extending smoothly
from 2 to 20,000 Hz. The meter is calibrated directly in terms of peak,

Figure 6-12. Type 1553 Vibration Meter shown with pickup connected.
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Figure 6-13. The 1560-P118
Vibration Pickup System with
the 1551-C Sound-Level Meter.

peak-to-peak, and average displacement, velocity, acceleration, and jerk; these
are indicated in mils, in./s, in./s*, and in./s?, respectively. Another model of
this instrument indicates the same quantities in metric units, i.e., mm, m/s,
m/s?, and m/s®, respectively.

Since the vibration pickup used with this meter is of the acceleration type,
two stages of electrical integration and one of differentiation are necessary to
provide the various types of response. The integrating and differentiating
circuits are built in as part of the amplifier.

The instrument is direct-reading for acceleration, velocity, and displace-
ment from 2 to 2000 Hz, and direct-reading for jerk over the frequency range
of 1 to 20 Hz, when used with the Type 1560-P52 pickup normally supplied.
When used with the Type 1560-P53 pickup, the direct-reading range starts at
about 25 Hz and extends to 20 kHz for acceleration measurements. For
velocity and displacement measurements, the high-frequency range is limited
to about 2000 Hz by the internal noise level in the instrument.

6.5.1 Vibration Pickup System With The SLM Vibration measurements
can be made with a sound-level meter when a vibration pickup is substituted
for the microphone as shown in Figure 6-13. An auxiliary control box, which
is connected between the meter and the pickup, converts the response so that
the meter indicates velocity and displacement as well as acceleration. The
combination of pickup and control box, called a vibration pickup system,
provides a convenient and inexpensive way for owners of sound-level meters
to make vibration measurements within the audio-frequency range. However,
the sound-level meter circuits respond down to only 20 Hz, consequently the
combination is not suitable for measuring lower-frequency vibrations. The
vibration meter must be used where low frequencies are important.

The sound-level meter is calibrated in decibels, which must be converted to
vibration amplitude, velocity, or acceleration. The calibration chart supplied
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Figure 6-14. Over-all frequency response of Type 1560-P118, 1560-P13, and 1560-P14
Vibration Pickup Systems and sound-level meter for constant applied acceleration,
displacement, and velocity.

with each vibration pickup system gives the proper conversion factors for that
system when it is used with a sound-level meter. By means of these data, plus
the decibel table in the Appendix, the readings can be readily converted to
in. (displacement),in./s (velocity), or in./s/s(acceleration), or to the proper
metric units.

Three such pickup systems are available. The Type 1560-P11B Vibration
Pickup System is a low-cost unit for general use, the Type 1560-P13 is for
high-frequency measurements, and the Type 1560-P14 is for very low-vibra-
tion-level measurements. Typical over-all frequency response characteristics
for these systems used with a sound-level meter are shown in Figure 6-14.

6.6 ANALYZERS.

Even if a sound-level meter were perfect (i.e. fit with no tolerance all the
design objectives of the ANSI or IEC Standards), the reading obtained by it in
any given noise field is inadequate for a complete understanding of the
problem. The number of decibels indicated by a sound-level meter tells
nothing about the frequency distribution of the noise. It is true that by
judicious use of the weighting networks in a sound-level meter one can learn
something about the frequencies present, but this knowledge is only qualita-
tive. For most important problems it is necessary to use some type of
frequency analyzer to determine the noise spectrum, as described in Chapter
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5. It is also often helpful to measure the correlation of two noise signals, the
transfer and coherence functions, and the other measures described in Chap-
ter 5.

The vibration meter measures the displacement, velocity, acceleration, or
jerk of a vibration. Unless the waveform is substantially sinusoidal, however,
the vibration meter by itself gives little information about the frequencies of
the individual vibration components. An analyzer, therefore, is desirable and
often is a necessity. As with noise, the analysis of vibration provides clues to
the sources of the vibration components and information necessary in the
suppression of the vibration.

A number of analyzers are available for use with the sound-level meter or
the vibration meter or for use with microphones and vibration pickups
directly or with preamplifiers. These analyzers vary in cost, complexity, and
ease of operation. Choice among them is generally determined by the amount
of detailed information needed, the speed of processing required, the nature
of the output format, and the auxiliary processing that may be required.

The simple, serial analyzers will be described first. These analyzers can be
hand operated, and the band levels can be read from an attenuator setting and
a meter reading. Some of them can also be coupled to recorders to yield a
descriptive plot of the band levels as a function of frequency.

The analyzing systems that can provide detailed data rapidly will then be
described.

6.6.1 Octave-Band Analyzers. The Type 1933 Precision Sound Level Meter
and Analyzer, shown in Figure 6-10, includes an octave-band filter set that
makes possible the simple and rapid analysis of noises having complex spectra
(Kundert and Marteney, 1971). As described in Chapter 8, it is widely used
for frequency analysis of noise, particularly for product rating, production-
line testing, preventive maintenance, checking for compliance with some
ordinances, and for estiinating some subjective effects.

This portable, battery-operated instrument is a complete sound-level meter
with 2 microphone, a preamplifier, an attenuator, weighting networks, an
amplifier (which drives the filters), an indicating meter, and monitoring
outputs. The set of octave-band-pass filters, selected by means of a rotary
switch, range in center frequency from 31.5 to 16,000 z. The direct-reading
level range with the microphones supplied is 10 to 150 dB re 20 uN/m?. The
filters meet the requirements of ANSI S1.11-1966, Class I, Type E.
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Figure 6-15. The Type 1564 Sound
and Vibration Analyzer shown with
selectivity characteristics.
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Figure 6-16. Type 1523 Graphic Level Recorder being operated with the Type 1523-P3
plug-in to make automatic stepped 1/3-octave-band analyses of compressor noise.

6.6.2 Third-Octave-Bandwidth Analyzer. For more detailed analysis of
noise, a third-octave-band analyzer, such as that shown in Figure 6-15, is
often used (Kundert, 1963). In addition to the third-octave band, this
instrument also has a one-tenth-octave band. A typical selectivity characteris-
tic for these two bands is also shown. This instrument can be tuned to any
center frequency between 2.5 and 25,000 Hz, and the shape of the selectivity
curve is constant in terms of percentage of the resonant frequency over the
entire range.

The meter scale is calibrated in decibels for use in sound measurements
and in linear units for vibration measurements. The direct-reading range for
sound-pressure levels with a microphone attached is 44 to 150 dB. With the
Type 1560-P40 or P42 Preamplifier, the minimum is extended to 24 dB and
long cables can be used without loss in sensitivity.

This analyzer can be operated from the power line or from a rechargeable
battery.

The filter characteristics meet the requirements of ANSI S1.11-1966, Class
I1, Type E.

Third-octave analysis is now widely used, particularly for checking compli-
ance with noise and vibration specifications. It is most often used with a
graphic-level recorder to give a graph of the energy distribution of the noise
and vibration as a function of frequency (sce paragraph 6.7).

The analysis of a noise is made more automatic with the stepped 1/3-oc-
tave-band analyzer system shown in Figure 6-16. Here, the analyzer is part of
a level-recorder system, and successive, preferred, 1/3-octave bands are selec-
ted as the recorder chart moves and the pen records the band level. The range
of 1/3-octave-band center frequencies is from 1 Hz to 500 kHz, and the
beginning and final frequencies are selectable within that range.
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Figure 6-17. Type 1921 Real Time Analyzer (left) with Type 1921-P1 Display Scope
and Type 1522 Recorder shown recording a measurement. Enlarged displays at right.

A wide choice of averaging time is selectable. In addition, the averaging
can also be automatically programmed to decrease with increasing frequency
in such a fashion that essentially a constant confidence level is achieved.

In order to achieve the most rapid 1/3-octave analysis, a complete set of
filters must be driven in parallel. This technique is used in the Type 1925
Multifilter, (Kundert, 1968a). It can include up to 30 such filters anywhere in
the frequency range from 3.15 Hz to 80,000 Hz. Full octave or 1/10-octave
filters in that range are also available. These filters meet the requirements of
IEC 225-1966 and the highest applicable requirements of ANSI $S1.11-1966.

Attenuators for each filter channel are also available. These can be set to
compensate for irregularities in frequency response of other parts of a system,
or to weight the band level in any desired way.

The detector system for this multifilter is the 1926 Multichannel RMS
Detector (Lapointe, 1969). It combines with the multifilter to form the Type
1921 Real-Time Analyzer, shown in Figure 6-17. This system has a 70-dB
dynamic range with integration times selectable from 1/8 s to 32 s. The band
numbers and measured band levels can be displayed on high-intensity neon-
readout tubes, or the complete results of a spectrum analysis can be displayed
on the 1921-P1 Storage Display Unit.
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Figure 6-18. The
Type 1921 Real-
Time  Analysis
System  operat-
ing under com-
puter  control.
The computer
and peripherals
are shown at left.
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Figure 6-19. Typical teletype printout of an EPNL analysis of airport noise generated by
a computer-controlled Type 1921 system.

124



The results of the analysis can also be recorded on the 1522 Dc Recorder,
also shown in Figure 6-17 and described in paragraph 6.7. A sample of such a
recording is shown as well.

Since the 1921 Real-Time Analyzer is programmable by digital signals and
the spectrum is available in digital form, it can be combined with a computer
to provide on-line calculations of effective perceived noise level (EPNL)
according to FAA specifications, or ASHRAE, ARI, AMCA, and SAE ratings
of a noise, make vibration signature comparisons for preventive maintenance,
etc. Such a system is shown in Figure 6-18, and a teletype printout of an
EPNL calculation from the system is shown in Figure 6-19.

6.6.3 One-Percent-Bandwidth Wave Analyzer. When still finer detail of
analysis is desired, the Type 1568 One-Percent-Bandwidth Wave Analyzer,
shown in Figure 6-20, may be used (Kundert, 1966). It has a very selective
tunable filter covering the frequency range of 20 to 20,000 Hz. The shape of
the selectivity curve is constant in terms of the percentage of the resonant
frequency over the entire range. The meter scale is calibrated in linear units
for vibration measurements and in dB for sound measurements.

When a Type 1560-9531 1-in. ceramic microphone set, (for which the
analyzer supplies the power), is connected to the analyzer, component levels
from 24 to 128 dB sound-pressure level can be measured. The output of the
analyzer will drive a graphic-level recorder so that an automatic recording of a
noise or vibration spectrum is readily obtained.

6.6.4 Wave Analyzer. The Type 1900 Wave Analyzer uses a fixed-frequen-
cy filter in a tunable heterodyne system similar in principle to the common
superheterodyne radio receiver (Peterson, 1964). It is continuously tunable
from below 20 Hz throughout the audio band in a single sweep of the main
tuning dial. The resulting filter characteristic is constant in response, with
respect to the number of hertz deviation from the center frequency, over the
entire tuning range.

This characteristic is ¢onvenient for analyzing random noise, because the
spectrum level is obtained by a constant correction of the indicated level.
Most such analyzers are narrow in bandwidth, however, and an analysis of
noise must then proceed slowly because of the long averaging time required.
A significantly wider band, such as 50 Hz, which is available on the Type
1900 is very much faster and relatively easy to use for noise analysis. Narrow
bands of 3 and 10 Hz are also provided.
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Figure 6-20. The Type 1568 Wave
Analyzer shown with attenuation
characteristics of the filter.
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This analyzer has an output for recording and a linear frequency scale.
When an analysis that is linear in frequency scale is made, one can readily
track down harmonic relations, since successive integral harmonics are spaced
uniformly. Thus, the analysis of rotating or reciprocating machinery, includ-
ing gear trains, electric motors, and turbincs, by a wave analyzer is often to be
preferred to other types of analysis.

The analyzer has an electrical output arranged so that the system is a
continuously tunable filter. Thus, one can listen by means of earphones to
the component or band selected by the analyzer. Furthermore, if one applies
a broad-band noise signal to the input, one can obtain at the output a narrow
band of noise, preferably 50-Hz wide for most acoustic measurements, whose
center frequency is continuously tunable over the full range of the analyzer.
This signal is desirable for some acoustic tests of rooms, walls, and hearing.

Another mode of operation of the analyzer yields a sine-wave signal at the
output that is always at the frequency to which the analyzer is tuned. This is
then a convenient source (to drive an amplifier and speaker) and detector for
over-all electrical or acoustical response measurements.

6.6.5 Fast Fourier Transform Analyzers. As explained in Chapter 5, digital
techniques of time-series analysis are providing another versatile approach to
the study of acoustic and vibration signals, including not only spectrum
analysis, but also transfer functions, coherence functions, cross spectra, and
auto and cross correlation. The T/D 1923 Analyzer, shown in Figure 6-21, is
a pushbutton-controlled, programmed system of this type (Chamberlain,
1971). It has been built to be exceptionally versatile and yet casy to use. The
basic functions are sclectable by pushbuttons, and the various stages in the
process can be viewed on the storage display oscilloscope. The signal can be
viewed initially as a function of time. When a frame of input points is selected
for analysis, they can be displayed to ensure that the desired section was
selected. The frame can be transformed, and the result displayed to show the
analysis.

Spectrum averaging for noise signals, and rectangular or hanning weighting
of the input data, are also provided for improving processing. The buffered-
mode of operation permits real-time continuous processing of noise signals,
up to a certain frequency range, for processing all the data for maximum
statistical accuracy. The upper frequency limit for this real-time mode de-
pends on the function performed. For auto-spectral calculations, the 1923-C
can operate in real time to about 500 Hz and the 1923-A to about 25,000 Hz.

Although the basic analysis provided by the FFT is one with uniform
resolution in Hz, the results can be transformed into an equivalent 1/3-octave
analysis for comparison with such data. This operation is not as efficient for
the third octaves as the parallel processing of the 1921 system, but it does
permit use of the same processor for detailed analysis with a frequency
resolution of as fine as .025% of the desired maximum frequency to 50 kHz,
as well as in 1/3-octaves or octaves, depending on the programming specified.

The FFT can also provide phase information, which may be useful in
transfer-function studies or in tracking down troubles in repetitive systems,
where the time of occurrence of related events is significant.

An alphanumeric display of the selected function and control settings is
furnished. The output can be preserved on a printer or a recorder.

Since the analysis results are in the proper form for computer use,
additional processing of the data can readily be done in the computer by the
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Figure 6-21. T/D 1923 Real-Time Time-Series Analyzer (left). Diagram suggests possible
expansions towards complete on-line systems. Scope detail, lower right.

use of additional programming. For example, the spectrum signature can be
compared with stored criteria, or with previous signatures, to determine if
action or further study is necessary. The spectrum can be modified by a
calculation routine to yield a rating of the noise.

The scope of applications for these versatile processors can be seen from
comments about some specific applications. In noise and vibration control,
there is noise and vibration source, path, and direction identification. In
addition, for preventive maintenance, the spectrum is sometimes used to
identify incipient troubles. This technique is sometimes called signature
analysis. The processing techniques used for these purposes are not only the
straightforward spectrum analysis, but also the transfer and coherence func-
tion to identify probable cause-and-effect relations, the cross-correlation
function to relate two or more signal pick-up points in time, waveform
averaging and spectrum analysis to dig a repetitive signal out of noise to find
its waveform or spectrum, and spectrum averaging to obtain a statistically
stable spectrum of a stationary noise signal.

The processing capabilities of such devices are so broad in frequency range,
time span, and function that these techniques are being applied in many other
areas beyond the scope of this book. Examples can be found in medicine,
biophysics, economics and business analysis and forecasting, physics, com-
munications, and geophysics.
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Figure 6-22. Type 1523 Graphic Level Recorder with -P3 1/3 Octave Band Analyzer
plug-in accessory at right. Typical chart record shown below.

6.7 GRAPHIC RECORDER.

Graphic recorders of various types are used to produce a permanent,
reproducible record of the results of a measurement. As an accessory to
sound and vibration instruments, they can be used to record over periods of
time the sound level near highways, airports, residences, or the vibration
levels of building floors or walls, bridges, or airframes and to measure
reverberation time. The resulting information is much more extensive than
that obtainable from a few readings of a meter, and when observations over a
long period are desired, the recorder can be unattended.

Some recorders can be used with an analyzer to plot the frequency
spectrum of a noise source or of a vibrating object. The combination of a
recorder with a tunable oscillator and other accessories can produce records
of the acoustic-transfer characteristics of rooms, walls, microphones and
loudspeakers, the electrical response of analyzers, networks, and amplifiers,
and the vibration transfer characteristics of shakers, vibration pickups, and
structures.

The 1523 Level Recorder shown in Figure 6-22, is the basic element ina
system to do these many different operations. It is a servo-type strip-chart,
pen recorder that uses a disposable cartridge. It has a wide range of speeds for
the chart drive, of averaging times for the detector system, and of level ranges
for recording. The maximum level range is 100 dB. Limit comparators are
included for use in production test systems.

When this recorder is used with the appropriate plug-in, it forms a
level-recorder system, and it can be used for the applications of recording as a

128



sacomoen

function of time mentioned above. When the recorder is used with the
1523-P3 Stepped 1/3-Octave-Band Analyzer plug-in, it becomes a recording
analyzer as described in paragraph 6.6.2. When it is used with the 1523-P2
Sweep Oscillator plug-in and other accessories, it can record responses and
transfer characteristics as a function of frequency.

This sweep oscillator covers the frequency range from 1 to 500,000 Hz
and the upper and lower limits of the sweep can be selected in the range of 5
to 200,000 sec/10:1 frequency change. The time/decade can be maintained
constant, or it can be set to decrease (increase speed) with increasing fre-
quency. This decreasing sweep time is usually satisfactory for measurements
on most physical systems, and it saves measurement time compared with
maintaining the slow rate required for the low-frequency end of the range.

The 1522 Dc Recorder shown in Figure 6-17, is a versatile, programmable
strip-chart recorder that is particularly well suited for recording the results of
an analysis on the 1921 Real-Time Analyzer, which it will do much faster
than the conventional X-Y plotters (Basch, 1969).

A number of the manually operated analyzers can be driven mechanically
from the 1521-B Graphic Level Recorder and the results of the analysis can
be automatically plotted (Basch, 1964). Figure 6-5 shows the 1911 Recording
Sound and Vibration Analyzer for producing continuous frequency plots of
the 1/3 or 1/10-octave spectrum of sound and vibration signals. Figure 6-23
shows the chart output of the 1913 Recording Wave Analyzer for 1%-band-
width plots of the spectrum of acoustic and vibration signals.

A d-c output is available from the 1933 Precision Sound-Level Meter and
Analyzer that is directly proportional to the indicated level in decibels over a
40-dB range. It can be used to drive a simple recorder, when the sound level
or vibration level is to be recorded as a function of time.

6.8 MAGNETIC-TAPE RECORDER.

The magnetic-tape recorder has become a useful tool for the acoustical
engineer both in research and in development, (Kamperman, 1958; Tall,
1958; Mee, 1964; Peterson, 1967). It stores a signal as variations in the
magnetic state of the particles on the tape. The time scale then becomes a
length scale on the tape.

The signal to be stored must be supplied to the recorder as an electrical
signal; and, for recording noise as a function of time, this electrical signal is
usually obtained from a high-quality microphone. When measurements are to
be made on the stored signal, the recorded tape is played back on the
recorder and measurements are made on the electrical output signal.
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Figure 6-23. Frequency spectrum analysis of a 1.0 ms pulse at a 70 Hz repetition rate.
The 1% bandwidth yields high resolution at low frequencies, shows the envelope at high
frequencies.
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The magnetic tape recorder is being used to perform the following func-
tions in the field of noise measurements:

1.

8.

9.

To keep reproducible records of progressive changes in a sound. These
changes may be a result of the application of successive noise-control
procedures, for example.

. To record a noise for analysis by a number of techniques, when the

particular approach to be used is not at first obvious and it is not
convenient to use the original source repeatedly.

. To record a noise in the field for detailed study in the laboratory,

where more complex instrumentation systems can be used.

. To record a sound that varies with time. Samples can then be selected

from the recording for analysis to obtain the change in spectrum as a
function of time.

. To record a short-duration sound, which can then be played back

repetitively to simplify analysis.

. To monitor over long periods to catch intermittent sounds, which can

then be separated out for analysis.

. To record noises that are erratic or intermittent, possibly by binaural

techniques, to aid in tracking down sources.

To record a noise to permit a frequency translation for convenience in
analysis.

To record a transient noise in order to change the time scale or to
invert the time scale for ease of graphic recording.

10. To permit subjective or objective comparison among sounds recorded

at different times. The subjective judgment can then be made by groups
listening under similar conditions.

11. To permit observation of the subjective effects of altering a signal, for

example, by filtering, clipping, or adding noise.

12. As a measurement system with a recorded signal as the source and a

Figure 6-24. Type 1935 Cassette
Data Recorder storing inputs from
a GR 1933 SLM.

recording channel as the detector, for example, in the measurement of
reverberation characteristics.
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These applications have been stated for acoustical signals, but most of
them apply to vibration signals as well.

The small, portable, cassette, data recorder, shown in Figure 6-24, is
specially designed for noise recording. When used with the 1933 Precision
Sound-Level Meter and Analyzer, the 1935 Cassette Data Recorder records
the signal on one channel and the setting of the sound-level meter range
control on the other channel. On playback, the signal on the main channel is
reproduced, and the range information from the other channel is shown on a
digital display. Voice notes can also be recorded by breaking into the range
code on the second channel.

Alternatively, the second channel can record the signal from a second
sound-level meter in place of the range data. The normal recording speed is
1-7/8-in./s, but a speed of one-fourth normal is also provided. The signal gain
from record to playback is normally set to unity (0 dB).

6.9 IMPULSE-NOISE MEASURING INSTRUMENTS.

Impulse-type noises, such as those produced by punch presses or drop
hammers, cannot be properly measured by the simpler sound-evel meters.
The Type 1933 Precision Sound-Level Meter and Analyzer (Figure 6-10),
however, includes an impulse detector response with a fast rise time and slow
decay to give a more useful indication of the level of such noises. This type of
detector response has been standardized in some countries. It has the useful
characteristic that, in addition to providing a measure that can specify the
impulse, it will give the same answer on steady sounds as the normal detector
system. Thus, it is easy to compare readings on repetitive sounds to check on
the impulse nature of the sound.

For some measurements the actual peak value of the impulse sound is
desired. Such a measurement response is obtained on the 1933 Precision
Sound-Level Meter and Analyzer in the peak response mode. Otherwise, the
1556-B Impact Noise Analyzer, shown in Figure 6-25, can be used as an
accessory to any of the sound-level meters to measure the peak value of the
sound.

6.10 RANDOM-NOISE GENERATORS.

The random-noise generators (Faran, 1968), shown in Figure 6-26, are
sources of high-level, broad-band electrical noise, which can be converted to

Figure 6-25. The Type 1565 Sound-Level
Meter can be combined with a Type
1556 Impact Noise Analyzer to give
direct readings on impulse-type noise.
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MILLIVOLTS IN A ONE-HERTZ BANDWIDTH

Figure 6-26. General Radio random
noise generator; spectrum character-
istics of output of 1381 shown(left)
and 1382 (right).
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acoustic noise by means of an earphone or a power amplifier and a loudspeak-
er. Such acoustic noise is useful in psychoacoustic experiments. in the
measurement of reverberation time and noise transmission, in loudspeaker-
and microphone-response measurements, in microphone testing, and fo cali-
bration procedures.

The output of a random-noise generator can be filtered by one of the
analyzers or by the 1952 Universal Filter (Figure 6-27) to provide a band of
noise anywhere in the audio range. This type of signal is often preferred to
the broadband-noise signal for the measurements mentioned above.

The output of a random-noise generator can also be converted to a random
mechanical motion by an electromechanical shaker for mechanical testing of
components and structures. The 1381 Random-Noise Generator is most
suitable for this application because it includes electrical filtering to limit the
bandwidth to 2, 5, and 50 kHz, and adjustable clipping of the noise signal
limits the excursion of the electrical voltage. The 2 and 5-kHz bands are often
used in vibration testing.

The 1382 Random-Noise Generator is more suitable for acoustic testing,
since it provides white noise (constant-energy-per-hertz-bandwidth), pink
noise (constant-energy-per-octave-bandwidth), and the noise specified in
ANSI Standard S1.4-1961, paragraph 3.2.2. The pink noise is often preferred
for tests with analyzers having a constant-percentage bandwidth, for example
octave or 1/3-octave. These different spectra are shown in Figure 6-26.

6.11 CONTINUOQUSLY ADJUSTABLE FILTER.

Some vibration measurements require that high-frequency portions of the
frequency spectrum be eliminated from the observation. Sometimes the
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Figure 6-27. Type 1952 Universal Filter; at left are low-pass and high-pass filter
characteristics.

system bandwidth can be reduced to decrease the relative intensity of
extraneous signals without affecting the important part of the signal to be
studied, or the effect on the signal of limiting the bandwidth needs to be
studied. Such applications are often handled by adding the 1952 Universal
Filter, shown in Figure 6-27, to a system. It will perform as a continuously
adjustable low-pass, high-pass, band-pass or band-reject filter over the fre-
quency range of 4 to 60,000 Hz (Kundert, 1968a).

Controlled bands of noise can be generated by the use of this filter with a
random-noise source. Such bands are often useful for psychoacoustic tests,
room-acoustics tests, and vibration tests,

6.12 TONE-BURST GENERATOR.

The combination of an oscillator and a tone-burst generator (Skilling,
1968) is a source of electrical tone-burst waveforms that can be converted to
acoustical tone bursts by means of an earphone or a power amplifier and
joudspeaker. Such an acoustical signal is useful in room-acoustic measure-
ments, in psychoacoustic experiments, in studies on transducers and 